The structure of the double-stranded RNA pentamer 5'(CACAG) · 5'(CUGUG) determined by nuclear Overhauser enhancement measurements: Interproton distance determination and structure refinement on the basis of X-ray coordinates
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Over the last few years numerous NMR studies have appeared on the structure of small DNA oligonucleotides in solution (see [1 – 4] for reviews). In contrast, relatively few studies have appeared on RNA duplexes [5–9]. This is probably due to two factors, both of which arise from the presence of the 2'-hydroxyl group in RNA. First, RNA is intrinsically more difficult to synthesize than DNA as an additional reactive group has to be protected during the course of the synthesis [10, 11]. Second, all the sugar resonances, with the exception of the H1' resonances, are superimposed in a very narrow region of the 1H-NMR spectrum only 1 ppm in width, thereby considerably complicating the task of resonance assignment. As part of our continuing studies on the structure and dynamics of oligonucleotides in solution (see for examples [4, 8, 12–16]), we present a 500-MHz NMR study on the double-stranded RNA pentamer

5' C1-A2-C3-A4-G5 3'
3' G10-U9-G8-U7-C6 5'

comprising the stem of the TΨC loop of yeast tRNA^Phe, has been investigated by means of one- and two-dimensional nuclear Overhauser enhancement measurements. All non-exchangeable base and sugar proton resonances with the exception of the H5'/H5'' sugar resonances are assigned in a sequential manner. From the relative intensities of the cross-peaks obtained in the pure-phase absorption two-dimensional nuclear Overhauser enhancement spectra at several mixing times, it is deduced that the RNA pentamer adopts an A-type conformation in solution. Cross-relaxation rates and interproton distances are determined from the time dependence of the nuclear Overhauser effects, principally by one-dimensional measurements. The structure of the RNA pentamer is then refined by restrained least-squares minimization on the basis of both distance and planarity restraints using fiber diffraction data as an initial model. The refined structure of the RNA pentamer is of the A type but exhibits local structural variations in glycosidic bond and backbone torsion angles as well as in propeller twist, base roll and base tilt angles.

EXPERIMENTAL PROCEDURE

The two RNA pentamers (5')CpApCpApG and (5')CpUpGpUpG were synthesized using the bifunctional phosphorylating agent 4-chlorophenyl-O,O-bis(1-benzotriazolyl)phosphate [17]. The exocyclic amine groups of guanosine, adenosine and cytidine were protected as benzoyl, benzoyl and anisoyl amides respectively. The 2'-hydroxyl functions were protected as the tetrahydropyranyl ethers except for the 3'-terminal residues which contained 2',3'-dibenzoylethyl-protected ribose moieties. The 5'-terminal hydroxyl was in each case protected as the 4,4'-dimethoxytrityl derivative. The fully protected products were deprotected in three consecutive steps essentially as described elsewhere [18] but without intermediate purification. The fully deprotected products were purified by high-pressure liquid chromatography as described by McLaughlin and Piel [19]. The products were analysed as described previously [20].

The samples for 1H-NMR spectroscopy were freeze-dried extensively from 99.6% D₂O and finally dissolved in 99.96% D₂O buffer containing 500 mM KCl, 50 mM potassium phosphate pH 6.5 (meter reading uncorrected for the isotope effect on the glass electrode) and 0.1 mM EDTA. The concentration of duplex pentamer used was 8 mM. All glassware was heated to 200°C for 4 h before use to inactive possible traces of ribonuclease.
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Abbreviations. NOE, nuclear Overhauser enhancement; NOESY, two-dimensional nuclear Overhauser enhancement spectroscopy; CD, circular dichroism; RMS, root-mean-square.
1H-NMR spectra were recorded at 500 MHz on a Bruker AM 500 spectrometer equipped with an ASPECT 3000 computer. Chemical shifts are expressed relative to 4,4-dimethylsilapentane-1-sulphonate. All measurements were carried out at 21°C.

NOESY spectra [21] were recorded in pure-phase absorption mode using the method of Marion and Wiithrich [22]. Appropriate phase cycling was used for the suppression of axial peaks and of cross-peaks due to coherence transfer via multiple quantum coherence; in addition a 15% random variation in the mixing time $t_m$ was used to eliminate zero-quantum coherence transfer [23]. The spectral width in the F1 and F2 dimensions was 5000 Hz with the carrier placed in the middle of the spectrum, and 128 transients were collected for each of 600 increments with a relaxation delay of 1 s between successive transients. A square $1K \times 1K$ frequency domain matrix was obtained by zero-filling in the middle of the spectrum, and 128 transients were collected for each 600 increments with a relaxation delay of 1 s between successive transients. An initial phase correction was carried out during transformation with a final adjustment after completion of the two-dimensional transformation. These manipulations were followed by symmetrization.

One-dimensional NOE spectra were recorded with a 90° observation pulse, an acquisition time of 0.5 s (8 K data points and an 8.2-KHz spectral width) and a relaxation delay of 2 s. The NOEs were observed by directly collecting the difference free induction decay by interleaving eight transients after saturation for a set time of a given resonance with eight transients of off-resonance irradiation (applied for the same length of time), neglecting the memory between transient cycles. The irradiation power used was sufficient to be in the high power limit so that saturation was effectively instantaneous whilst selectivity was preserved so that only a single resonance at a time was saturated [24]. 800 transients were recorded for each difference spectrum and prior to Fourier transformation the difference free induction decays were multiplied by an exponential equivalent to a line broadening of 2 Hz.

Restrained least-squares refinement was carried out using the crystallographic refinement program RESTRAIN [25–27] which makes use of the Gauss-Seidel iterative method to solve the least-squares normal equations in cartesian coordinate space.

RESULTS AND DISCUSSION

Sequential resonance assignment

All experiments were carried out at 21°C in a D2O buffer containing 500 mM KCl and 50 mM potassium phosphate pH 6.5. Under these conditions of temperature and ionic strength the RNA pentamer is entirely double stranded as judged by the presence of all five exchangeable imino proton resonances in the spectrum in H2O (not shown) and by the temperature dependence of the chemical shifts (melting temperature $\approx 40°C$).

The assignment of the non-exchangeable proton resonances was accomplished by means of NOE measurements on a sequential basis using the scheme outlined in Fig. 1. This is based on the known structures of right-handed nucleic acids [28] and makes no assumption of A or B type geometry [4, 12, 16, 29–36]. A series of contour plots illustrating various regions of the pure phase absorption NOESY spectra are shown in Figs 2–4. The H8/H6 base protons and H1' sugar protons are assigned via the H1'(i-1) ↔ H8/H6(i) ↔ H1'(i) NOE pathway (Fig. 2). The H5 resonances of the C and U residues are then easily assigned through the internucleotide H5 ↔ H6 NOEs (Fig. 2). The A(H2) resonances are assigned by both intra- and interstrand NOEs involving the H1' sugar resonances: each H2 proton gives an NOE to the H1' proton of the residue of the same strand and to the H1' proton of the residue of the opposite strand on its S' side (Fig. 2). The H2' and H4' resonances can then be assigned through the internucleotide H1'-H2' and H1'-H4' NOEs, as for all sugar pucker conformations the closest sugar proton to the H1' proton is the H2' proton of the same residue followed by the H4' proton of the same residue (Fig. 3). The assignments of the H2' resonances can then be confirmed through the sequential H2'(i-1) ↔ H8/H6(i) ↔ H2'(i) NOE pathway (Fig. 4). Finally, the H3' resonances can be assigned through internucleotide H2'-H3' and H8/H6-H3' NOEs, as well as some internucleotide H3'(i-1)-H8/H6(i) NOEs (Fig. 4). Unfortunately, the assignment of the H5' and H5'' resonances, with the exception of those arising from the residues at the 5' terminus (viz. $C_1$ and $C_8$), presents an intractable problem as there are no connectivities involving well resolved resonances. The H5'/H5'' resonances of the residues at the 5' terminus always lie upfield of the main bulk of the H2'/H3'/H4'/H5'/H5'' resonances, the H5' and H5'' resonances of residues $C_1$ and $C_8$ being superimposed at 3.75 ppm. The assignment of the base and sugar resonances are given in Table 1 and the observed internucleotide NOEs are summarized in Fig. 5.

Low-resolution solution structure

Because of the $r^{-6}$ dependence of the NOE at short mixing times [24, 33–35] the relative cross-peak intensities provide a sensitive probe of conformation as monitored by short range (<0.5 nm) interproton distances, and enable one to deduce a low resolution structure on the basis of a qualitative interpretation alone. Inspection of the relative intensities of the cross-peaks in the pure phase absorption NOESY spectra at 75 ms, 150 ms and 300 ms reveals the following general pattern of sugar-base NOEs: H8/H6(i)-H2'(i-1) $> H8/H6(i)-H3'(i) > H8/H6(i)-H1'(i) $> H8/H6(i)-H1'(i+1) $> H8/H6(i)-H2'(i). This pattern of NOEs is characteristic of a 3'-endo sugar pucker with a C4'-C3' bond torsion angle $\phi$ in the range 80–90° and a low anti glycosidic bond torsion angle $\gamma$ in the range $-150'$ to $-170'$. These findings are characteristic of an A-type conformation in agreement with the A-type CD spectrum (data not shown). Also characteristic of this conformation are the interstranded NOEs between the H2 protons of residues $A_2$ and $A_4$ and the H1' protons of...
residues G₁₀ and G₈ respectively, whose intensities are approximately the same as those of the intrastrand H₂(i)-H₁(i+1) NOEs.

**Interproton distances**

In order to determine interproton distances, cross-relaxation rates were measured from the time dependence of the NOEs. We principally made use of one-dimensional NOE measurement as we found quantification more reliable and easier from one-dimensional than two-dimensional spectra. In those cases where two-dimensional integration of cross-peaks in the pure-phase absorption NOESY spectra was carried out, we found that the ratios of the initial slopes of the time courses of the cross-peak intensities were the same within experimental error as those for the corresponding NOEs obtained from the one-dimensional measurements. Some examples of NOE time courses are shown in Fig. 6. \( (r^{-b})^{-1/6} \) mean interproton distances were then determined using the distance \( r_{H5-H6} = 0.246 \) nm and mean cross-relaxation rate \( \sigma_{H5-H6} \) between the H5 and H6 protons of the C and U residues as an internal reference from the equation [24, 37–39]:

\[
(\langle r_{ij}^{-b} \rangle)^{-1/6} = (\sigma_{H5-H6}/\sigma_{ij})^{-1/6} \cdot r_{H5-H6}
\]

(1)

(where \( r_{ij} \) and \( \sigma_{ij} \) are the distance and cross-relaxation rate respectively between protons \( i \) and \( j \)) on the assumption that the effective correlation times of the \( i-j \) and intranucleotide H5-H6 interproton vectors are the same. The application of this equation has also been extensively used in other systems including proteins [40, 41], oligonucleotides [16, 42, 43], ligand-protein [44–46] and nucleic-acid–nucleic-acid [14, 15] interactions.

In using Eqn (1) several words of caution should be noted. First, if proton \( i \) is not only close to proton \( j \) but to other protons as well, such as say proton \( k \), \( \sigma_{ij} \) can only be accurately determined from the initial slope of the time dependence of the NOE if either \( \sigma_{ij} \geq \sigma_{ik} \) or \( \sigma_{ij} \geq \sigma_{jk} \) [39]. Considerations of stereochemistry indicate that this condition is satisfied for all distances \( \leq 0.3 \) nm. Where this condition is not satisfied, a systematic error in the measured value of \( \sigma_{ij} \) and hence the calculated value of \( r_{ij} \) is incurred. In particular, the value of \( \sigma_{ij} \) will be overestimated. If the reference distance and cross-relaxation rate \( \sigma_{ref} \) are not part of the cross-relaxation network associated with \( \sigma_{ij} \), then the value of \( r_{ij} \) will always be underestimated. If on the other hand the reference distance and cross-relaxation rate \( \sigma_{ref} \) are part of the cross-relaxation network associated with \( \sigma_{ij} \), the sign of the systematic error in the estimation of \( r_{ij} \) depends on the relationship between \( \sigma_{ij} \) and \( \sigma_{ref} \). Namely, \( r_{ij} \) will be overestimated if \( \sigma_{ij} > \sigma_{ref} \) but
Fig. 3. H1'/H5 (F1 axis)-H2'/H3'/H4'/H5'/H6' (F2 axis) region of the pure-phase absorption NOESY spectrum at a mixing time of 75 ms. Apodization was carried out by multiplying the time-domain data with a sine-squared bell shifted by $\pi/4$ in both $t_1$ and $t_2$ dimensions.

Underestimated if $\sigma_{ij} < \sigma_{ref}$. In general, however, these effects will be small. From the calculations of Clore and Gronenborn [39], it can be estimated that in the worst case for the present system involving the H1'(i-1)-H8/H6(i), H2'(i-1)-H6/H6(i) and H1'(i-1)-H2'(i-1) NOEs where $r_{H1'(i-1)-H2'(i-1)} \approx 0.25-0.27$ nm, $r_{H2'(i-1)-H6/H6(i)} \approx 0.21-0.25$ nm and $r_{H1'(i-1)-H8/H6(i)} \approx 0.33-0.35$ nm, the value of $r_{H1'(i-1)-H8/H6(i)}$ will at most suffer an underestimation of 0.01 nm when the initial slope of the NOEs are measured. The second cautionary note concerns potential variations in the effective correlation times $\tau_{eff}$ for different interproton vectors which may also lead to errors in the estimation of $r_{ij}$. When $\omega \tau_{eff} \geq 1$ (where $\omega$ is the spectrometer frequency) as in this case, the cross-relaxation rate $\sigma_{ij}$ is not only proportional to $\langle r_{ij}^6 \rangle$ but also to the effective correlation time $\tau_{eff}(ij)$ of the $ij$ interproton vector. However, because of the $\langle r_{ij}^6 \rangle$ dependence of $\sigma_{ij}$, quite substantial variations in $\tau_{eff}(ij)$ relative to the effective correlation time $\tau_{eff}(ref)$ for the reference interproton vector only lead to relatively small errors in the estimation of $r_{ij}$ using Eqn (1). Consider, for example, the case where $\sigma_{ij}$ has a value of 0.5 s$^{-1}$, $\sigma_{kl}$ a value of 1 s$^{-1}$ and $r_{kl}$ a value of 0.25 nm. Then for the three cases $\tau_{eff}(ij) = \tau_{eff}(kl)$, $\tau_{eff}(ij) = \tau_{eff}(kl)/2$ and $\tau_{eff}(ij) = 2 \tau_{eff}(kl)$, $r_{ij}$ is calculated to be 0.28 nm, 0.25 nm and 0.31 nm respectively. These three cases of course represent extreme variations in $\tau_{eff}$. In the present case certain internal checks can be used to ascertain possible variations in effective correlation times. Thus, for example, within experimental error the intranucleotide H5-H6 base vector exhibits no residue-to-residue variation in cross-relaxation rate and hence effective correlation time (see Table 2). Of course, there may still be differences in internal mobility and effective correlation times between different components of each residue, viz. between the base and sugar moieties. Indeed, in the case of DNA oligonucleotides, it has been found that the effective correlation time for the intranucleotide H2'-H2" sugar vector is a factor of approximately 3 times shorter than that of the intranucleotide H5-H6 base vector [47] and that this could lead to errors up to 0.05 nm if the inappropriate reference distance and cross-relaxation rate is used to calculate a particular unknown distance [16]. In the case of RNA there are no readily available fixed distance interproton vectors in the sugar ring to be able to check this in the same manner (note the cross-relaxation rate of the H5'-H5" sugar vector cannot be measured due to spectral overcrowding). Nevertheless, there still exists a reliable handle with which to probe the mobility of the sugar ring relative to that of the base, namely the intranucleotide H1'-H2" sugar vector which has a minimum value of about 0.25 nm when the sugar pucker is in
the 3'-endo conformation characteristic of A-RNA, and a maximum value of about 0.29 nm when the sugar pucker is in the 2'-endo conformation. The values we obtain using the H5-H6 base vector as an internal reference lie within 0.25–0.27 nm (see Table 2). If the effective correlation time of the sugar moieties were significantly shorter than that of the bases, then these values of $r_{\text{H1/(H2',H3')}}$ would represent overestimates. This, however, clearly cannot be the case on stereochemical grounds. That the internal mobility of the sugar and base moieties is the same in RNA, in contrast to the situation in DNA, is not surprising as the mobility of the ribose ring in RNA would be expected to be considerably reduced relative to that of the deoxyribose ring in DNA, first on account of steric hindrance arising from the presence of the bulky 2'-hydroxyl group on the ribose and second due to electrostatic interactions between this group of residue $i$ and the O4' atom of residue $i+1$, immobilizing one ribose ring with respect to the neighbouring ones.

A summary of the interproton cross-relaxation rates that could be measured together with the distances calculated from the 3'-endo conformation characteristic of A-RNA, and a maximum value of about 0.29 nm when the sugar pucker is in the 2'-endo conformation. The values we obtain using the H5-H6 base vector as an internal reference lie within 0.25–0.27 nm (see Table 2). If the effective correlation time of the sugar moieties were significantly shorter than that of the bases, then these values of $r_{\text{H1/(H2',H3')}}$ would represent overestimates. This, however, clearly cannot be the case on stereochemical grounds. That the internal mobility of the sugar and base moieties is the same in RNA, in contrast to the situation in DNA, is not surprising as the mobility of the ribose ring in RNA would be expected to be considerably reduced relative to that of the deoxyribose ring in DNA, first on account of steric hindrance arising from the presence of the bulky 2'-hydroxyl group on the ribose and second due to electrostatic interactions between this group of residue $i$ and the O4' atom of residue $i+1$, immobilizing one ribose ring with respect to the neighbouring ones.

A summary of the interproton cross-relaxation rates that could be measured together with the distances calculated from the NOESY spectrum at a mixing time of 150 ms. The H2'(i-1)-H8/H6(i)-H2'(i) connectivities are shown as continuous (---) and interrupted (-- -- --) lines for strands 1 and 2 respectively. Some H3'(i-1)-H8/H6(i) connectivities are represented by dotted lines (· · · · ·). Apodization was carried out by multiplying the time-domain data with a sine-squared bell shifted by π/6 in both $t_1$ and $t_2$ dimensions.

![Image of NOESY spectrum](image)

**Table 1. Assignments of the non-exchangeable protons of the duplex RNA pentamers**

<table>
<thead>
<tr>
<th>Strand</th>
<th>Residue</th>
<th>Chemical shift of H8/H6</th>
<th>H5</th>
<th>H2</th>
<th>H1'</th>
<th>H2'</th>
<th>H3'</th>
<th>H4'</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>C1</td>
<td>7.78</td>
<td>5.75</td>
<td>4.97</td>
<td>4.38</td>
<td>4.09</td>
<td>4.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A2</td>
<td>8.19</td>
<td>7.43</td>
<td>5.92</td>
<td>4.46</td>
<td>4.80</td>
<td>4.37</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>7.60</td>
<td>5.20</td>
<td>5.41</td>
<td>4.37</td>
<td>4.46</td>
<td>4.46</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A4</td>
<td>7.89</td>
<td>7.06</td>
<td>5.86</td>
<td>4.47</td>
<td>4.62</td>
<td>4.63</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G5</td>
<td>7.24</td>
<td></td>
<td>5.67</td>
<td>3.96</td>
<td>4.16</td>
<td>4.18</td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td>C6</td>
<td>7.78</td>
<td>5.79</td>
<td>4.99</td>
<td>4.33</td>
<td>4.09</td>
<td>4.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>U7</td>
<td>8.04</td>
<td>5.37</td>
<td>5.56</td>
<td>4.65</td>
<td>4.65</td>
<td>4.42</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G8</td>
<td>7.74</td>
<td></td>
<td>5.78</td>
<td>4.45</td>
<td>4.57</td>
<td>4.60</td>
<td></td>
</tr>
<tr>
<td></td>
<td>U9</td>
<td>7.70</td>
<td>5.09</td>
<td>5.44</td>
<td>4.32</td>
<td>4.45</td>
<td>4.49</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G10</td>
<td>7.65</td>
<td></td>
<td>5.83</td>
<td>4.08</td>
<td>4.47</td>
<td>4.29</td>
<td></td>
</tr>
</tbody>
</table>
Fig. 5. Summary of the internucleotide NOEs observed for the duplex RNA

Fig. 6. Time dependence of one-dimensional NOEs $N_d$ observed on irradiating the $U_i(H6)$ (A) and $A_i(H2)$ resonances (C). The time dependence of the intensities of the corresponding cross-peaks $a_{ij}$ (in arbitrary units) in the pure-phase absorption NOESY spectra are shown in (B) and (D) respectively. The intensities of the cross-peaks were obtained by two-dimensional integration from NOESY spectra for which the time-domain data had been multiplied by an exponential equivalent to a line-broadening of 2 Hz in both $t_1$ and $t_2$ dimensions. It can be seen that the ratios of the initial slopes of the time development of the NOEs measured from one-dimensional spectra and of the cross-peaks measured from the NOESY spectra are identical within experimental error.

them is given in Table 2. Taking into account both cautionary considerations discussed above as well as experimental errors, we estimate that the error in the values of the calculated distances is in general $\leq 0.02$ nm. However, in the case where the estimated distances are greater than about 0.33 nm, the errors may be somewhat larger with the values of the calculated interproton distance underestimated by $\leq 0.03$ nm.

Refinement of the solution structure of the RNA pentamer

The refinement of macromolecular structures on the basis of interproton distances determined by NOE measurements is characterized by a poor observation-to-parameter ratio. A satisfactory refinement must therefore call upon other sources of information, in particular the stereochemical restraints on a molecule which arise from energy considerations. A similar problem is met in protein crystallography where the reduced degree of order in crystals relative to small molecule crystals leads to higher thermal or disorder diffuse scattering and to Bragg reflections which only extend to a limited resolution. As a result many protein crystals do not diffract to better than 0.25 nm (compared to less than 0.1 nm for small molecule crystals) so that the number of structure amplitudes from the crystal becomes equal to the number of positional parameters [26]. Given these similarities, the approach we have chosen for refinement of the RNA pentamer, and which has previously been applied successfully to the refinement of the solution structures of the B-DNA undecamer 5'd-(AAGTGTGACAT)·5'd(ATGTACACTT) [13] and the B-DNA hexamer 5'd(CGTAGC)2 [47], is based on a crystallographic restrained least-squares refinement using the program RESTRAIN [25-27]. Examples of protein crystal structures refined using RESTRAIN include ribonuclease A [49], avian pancreatic polypeptide [50, 51] and $\gamma$-crystallin [52, 53]. Other approaches that have been used to achieve the same end goal, namely the determination of the three-dimensional solution structure of a macromolecule or of a ligand bound to a macromolecule on the basis of interproton distance data determined from NOE measurements, include model building and molecular graphics [14, 41], the use of distance geometry algorithms based on triangulation [54-56] and the use of restrained molecular dynamics calculations [57] (and GMC, AMG, A. T. Brünger, L. Nilsson & M. Karplus, in preparation).

The function minimized in cartesian coordinate space is given by

$$C = \sum W_d (d_i-d_0)^2 + \sum W_h |V| + \sum W_b (b_0-b_{\text{min}})^2 \quad (b_0 < b_{\text{min}})$$

where $W_d$, $W_h$ and $W_b$ are weighting coefficients, $d_i$ and $d_0$ are the target and calculated interatomic distances respectively, $|V|$ is the determinant of the product-moment matrix for planar groups of atoms (the necessary and sufficient condition for a set of atoms to be planar being that $|V|$ is zero), and $b_0$ and $b_{\text{min}}$ are calculated and minimum allowed distances between two non-bonded atoms. ($b_{\text{min}}$ is the sum of the van der Waals radii for pairs of non-bonded atoms and the values of the van der Waals radii used are as follows: H, 0.1 nm; C, 0.16 nm; N, 0.145 nm; O, 0.135 nm; and P, 0.18 nm.) The last term in Eqn (2) is simply used to prevent undesirably close contacts and only comes into operation when $b_0 < b_{\text{min}}$. The interatomic distances include all distances between covalently bonded atoms, between atoms defining fixed bond angles, and between atoms defining hydrogen bonding in A·U and G·C base pairs, as well as the experimental interproton distances determined from the NOE measurements. The geometric restraint terms correspond to the central force field approximation in vibrational spectroscopy with the force constants crudely approximated by assuming the same value for all non-bonded distances ($r < 0.212$ nm), another value for atoms separated by two bonds ($0.212 \, \text{nm} < r < 0.26$ nm), and a third value for pairs separated by three bonds ($r > 0.26$ nm). The values of these geometric distance restraints are based on standard bond lengths and angles. The weights for these three geometric distance ranges are also applied to the interproton and hydrogen bonding distances. For planar groups of atoms the central force field is inadequate for maintaining the geometry imposed by a $\pi$-electron delocalization. Planar restraints in geometric least-squares can be applied in one of three ways: by positioning a dummy atom at some distance from the plane [58], by minimizing the current least-squares best plane [59] or by minimizing the
The relative errors in the values of the cross-relaxation rate are \( \leq 15\% \). The \( \langle (r^{-6}) \rangle^{-1/6} \) mean interproton distances are calculated using the distance (0.246 nm) and mean cross-relaxation rate between the H5 and H6 protons of the C and U residues. Assuming an error of \( \pm 0.005 \) nm in the value of the reference distance (calculated on the basis of standard bond lengths and angles), the error in the values of the calculated distances is \( \leq 0.02 \) nm for \( r \leq 0.33 \) nm and \( \leq 0.03 \) nm for \( 0.33 \) nm \( \leq r \leq 0.4 \) nm.

(A) Intranucleotide

<table>
<thead>
<tr>
<th>Strand</th>
<th>Residue</th>
<th>H1'-H8/H6</th>
<th>H2'-H8/H6</th>
<th>H3'-H8/H6</th>
<th>H1'-H2'</th>
<th>H5-H6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( \sigma_{ij} )</td>
<td>( r_{ij} )</td>
<td>( \sigma_{ij} )</td>
<td>( r_{ij} )</td>
<td>( \sigma_{ij} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>s(^{-1})</td>
<td>nm</td>
<td>s(^{-1})</td>
<td>nm</td>
<td>s(^{-1})</td>
</tr>
<tr>
<td>1.</td>
<td>C(_1)</td>
<td>0.15</td>
<td>0.34</td>
<td>0.71</td>
<td>0.26</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>A(_2)</td>
<td>0.26</td>
<td>0.31</td>
<td>0.89</td>
<td>0.25</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>C(_3)</td>
<td>0.17</td>
<td>0.33</td>
<td>0.30</td>
<td>0.30</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>A(_4)</td>
<td>0.10</td>
<td>0.36</td>
<td>0.30</td>
<td>0.30</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>G(_5)</td>
<td>0.12</td>
<td>0.35</td>
<td>0.30</td>
<td>0.30</td>
<td>0.60</td>
</tr>
<tr>
<td>2.</td>
<td>C(_6)</td>
<td>0.20</td>
<td>0.32</td>
<td>0.89</td>
<td>0.25</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>U(_7)</td>
<td>0.12</td>
<td>0.35</td>
<td>0.89</td>
<td>0.25</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>G(_8)</td>
<td>0.13</td>
<td>0.35</td>
<td>0.89</td>
<td>0.25</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>U(_9)</td>
<td>0.18</td>
<td>0.33</td>
<td>0.89</td>
<td>0.25</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>G(_10)</td>
<td>0.19</td>
<td>0.33</td>
<td>0.89</td>
<td>0.25</td>
<td>0.85</td>
</tr>
</tbody>
</table>

(B) Intermucleotide (interstrand)

<table>
<thead>
<tr>
<th>Strand</th>
<th>Residues</th>
<th>Proton residue ( i ) – proton residue ( (i+1) )</th>
<th>H1'-H8/H6</th>
<th>H2'-H8/H6</th>
<th>H3'-H8/H6</th>
<th>H1'-H5</th>
<th>H2'-H5</th>
<th>H8/H6-H5</th>
<th>H2'-H1'</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( \sigma_{ij} )</td>
<td>( r_{ij} )</td>
<td>( \sigma_{ij} )</td>
<td>( r_{ij} )</td>
<td>( \sigma_{ij} )</td>
<td>( r_{ij} )</td>
<td>( \sigma_{ij} )</td>
<td>( r_{ij} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>s(^{-1})</td>
<td>nm</td>
<td>s(^{-1})</td>
<td>nm</td>
<td>s(^{-1})</td>
<td>nm</td>
<td>s(^{-1})</td>
<td>nm</td>
</tr>
<tr>
<td>1.</td>
<td>C(_p)A(_2)</td>
<td>0.19</td>
<td>0.33</td>
<td>0.36</td>
<td>0.29</td>
<td>0.10</td>
<td>0.36</td>
<td>0.90</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>A(_p)C(_3)</td>
<td>0.16</td>
<td>0.34</td>
<td>0.36</td>
<td>0.29</td>
<td>0.10</td>
<td>0.36</td>
<td>0.90</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>C(_p)A(_4)</td>
<td>0.13</td>
<td>0.35</td>
<td>0.36</td>
<td>0.29</td>
<td>0.10</td>
<td>0.36</td>
<td>0.90</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>A(_p)G(_5)</td>
<td>0.12</td>
<td>0.35</td>
<td>0.36</td>
<td>0.29</td>
<td>0.10</td>
<td>0.36</td>
<td>0.90</td>
<td>0.25</td>
</tr>
<tr>
<td>2.</td>
<td>C(_p)U(_7)</td>
<td>0.15</td>
<td>0.34</td>
<td>1.3</td>
<td>0.24</td>
<td>1.3</td>
<td>0.24</td>
<td>0.36</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>U(_p)G(_8)</td>
<td>0.13</td>
<td>0.35</td>
<td>1.3</td>
<td>0.24</td>
<td>1.3</td>
<td>0.24</td>
<td>0.36</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>G(_p)U(_9)</td>
<td>0.18</td>
<td>0.33</td>
<td>1.3</td>
<td>0.24</td>
<td>1.3</td>
<td>0.24</td>
<td>0.36</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>U(_p)G(_10)</td>
<td>0.19</td>
<td>0.33</td>
<td>1.3</td>
<td>0.24</td>
<td>1.3</td>
<td>0.24</td>
<td>0.36</td>
<td>0.29</td>
</tr>
</tbody>
</table>

(C) Intermucleotide (interstrand)

<table>
<thead>
<tr>
<th>Residues</th>
<th>Strand 1 – strand 2</th>
<th>H2 – H1'</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \sigma_{ij} )</td>
<td>( r_{ij} )</td>
</tr>
<tr>
<td>A(<em>2)G(</em>{10})</td>
<td>0.12</td>
<td>0.35</td>
</tr>
</tbody>
</table>

The first two methods not only restrain the atoms to be planar but also restrain them to the current least-squares plane. In contrast, the third method does not dampen changes in orientation of the plane produced by the other terms in Eqn (2) [25, 26]. The pseudo-force constant associated with the determinant \( |V| \) may be chosen to yield RMS deviations from the refined least squares plane of \( \leq 0.002 \) nm. In the present case the C1' atom of the ribose and all the atoms of the base for each residue were constrained to lie in the same plane.

It should be borne in mind that the restrained least-squares refinement used here is quite distinct from a full-scale energy refinement. In particular it is important to note that the change in conformation on restrained least-squares refinement, in contrast to the case for energy refinement, arises solely from the interproton distance restraints, as all the other restraints are well satisfied in the initial and final structures as well as in the intermediate structures sampled during the entire course of the refinement.
Table 3. RMS difference between the target restraints and the corresponding calculated values for initial RNA models I and II and the final refined structures I and II of the RNA pentamer.

Initial RNA model I is derived from the fibre diffraction data of Arnott et al. [60] subjected to five cycles of regularization (i.e. minimization using all restraints with the exception of non-bonded contact and experimental interproton distance restraints). Initial RNA model II was obtained by subjecting initial RNA model I to ten further cycles of regularization including non-bonded contact restraints. It should be noted that bond angles are defined by interatomic distances. For each residue the C1' atom of the ribose and all the atoms of the base are constrained to lie in the same plane. The base-pairing restraints are as follows: for A · U base pairs, \( r_{A(N1)-U(N3)} = 0.295 \) nm, \( r_{A(N1)-U(H1)} = 0.174 \) nm, \( r_{A(N1)-U(N3)} = 0.282 \) nm, and \( r_{A(H1)-U(N3)} = 0.287 \) nm; for G · C base pairs, \( r_{G(S2)-C(N4)} = 0.291 \) nm, \( r_{G(S2)-C(N3)} = 0.183 \) nm, \( r_{G(S2)-C(N3)} = 0.295 \) nm, \( r_{G(S1)-C(N3)} = 0.187 \) nm, \( r_{G(S1)-C(N3)} = 0.271 \) nm, \( r_{G(S1)-C(N3)} = 0.286 \) nm and \( r_{G(S1)-C(N3)} = 0.178 \) nm. These values were obtained from the X-ray crystal structure analyses of ApU [61] and GpC [62]. The interproton distances given do not include the intranucleotide \( r_{i-N_{i}} \) distances which are fixed by the geometry of the C and U bases themselves.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Number of restraints</th>
<th>RMS difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>initial RNA models</td>
</tr>
<tr>
<td></td>
<td></td>
<td>I</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All distances</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r &lt; 0.212 ) nm</td>
<td>459</td>
<td>0.0067</td>
</tr>
<tr>
<td>( 0.212 ) nm &lt; ( r &lt; 0.26 ) nm</td>
<td>485</td>
<td>0.0113</td>
</tr>
<tr>
<td>( r &gt; 0.26 ) nm</td>
<td>64</td>
<td>0.0537</td>
</tr>
<tr>
<td>Covalent and bond angle restraints</td>
<td>444</td>
<td>0.0014</td>
</tr>
<tr>
<td>( r &lt; 0.212 ) nm</td>
<td>468</td>
<td>0.0021</td>
</tr>
<tr>
<td>( 0.212 ) nm &lt; ( r &lt; 0.26 ) nm</td>
<td>10</td>
<td>0.0016</td>
</tr>
<tr>
<td>( r &gt; 0.26 ) nm</td>
<td>10</td>
<td>0.0005</td>
</tr>
<tr>
<td>Planes</td>
<td>10</td>
<td>0.0025</td>
</tr>
<tr>
<td>Interproton distances</td>
<td>55</td>
<td>0.0667</td>
</tr>
</tbody>
</table>

| Other values                   |                      |                       |                        |
| Total number of atoms          | 311 (927 degrees of freedom) |                       |                        |
| Total number of restraints     | 1018                 |                       |                        |
| Overall RMS shifts:            |                      |                       |                        |
| initial I vs initial II:       | 0.025 nm             |                       |                        |
| initial I vs refined II:       | 0.040 nm             |                       |                        |
| initial II vs refined II:      | 0.052 nm             |                       |                        |
| refined I vs refined II:       | 0.011 nm             |                       |                        |

Taking into account the fact that the geometric restraints (viz, bond lengths and angles) are conformation-independent, the conformation of the pentamer can be described by a total of 62 torsion angles comprising the glycosidic (\( z \)) and main chain (\( x \) to \( c \)) torsion angles, subject to additional base pairing restraints. Thus, in torsion angle space there are a total of 86 distance restraints (55 experimental interproton distances and 31 further distances defining A · U and G · C base pairing; see Table 3) to determine 62 torsion angles. In cartesian coordinate space, where all the positional parameters need to be considered, we have a total of 1018 restraints for 927 degrees of freedom.

Two refinements were carried out. For the first refinement, the starting coordinates, known as initial RNA model I, were those of classical A-RNA derived from the fibre diffraction data of Arnott et al. [60] subjected to five cycles of regularization (i.e. minimization using all restraints with the exception of non-bonded contact and experimental interproton distance restraints). For the second refinement, the starting coordinates, known as initial RNA model II, were obtained by the coordinates for initial RNA model I to 10 further cycles of regularization including non-bonded contact restraints. For both refinements the weightings for the distance and planarity restraints in the initial models structures were obtained by subjecting the coordinates for initial RNA model I to ten further cycles of regularization including non-bonded contact restraints. Initial RNA model I1 was obtained by subjecting initial RNA model I to five cycles of regularization (i.e. minimization using all restraints with the exception of non-bonded contact and experimental interproton distance restraints). Initial RNA model II was obtained by subjecting initial RNA model I to ten further cycles of regularization including non-bonded contact restraints. It should be noted that bond angles are defined by interatomic distances. For each residue the C1' atom of the ribose and all the atoms of the base are constrained to lie in the same plane. The base-pairing restraints are as follows: for A · U base pairs, \( r_{A(N1)-U(N3)} = 0.295 \) nm, \( r_{A(N1)-U(H1)} = 0.174 \) nm, \( r_{A(N1)-U(N3)} = 0.282 \) nm, and \( r_{A(H1)-U(N3)} = 0.287 \) nm; for G · C base pairs, \( r_{G(S2)-C(N4)} = 0.291 \) nm, \( r_{G(S2)-C(N3)} = 0.183 \) nm, \( r_{G(S2)-C(N3)} = 0.295 \) nm, \( r_{G(S1)-C(N3)} = 0.187 \) nm, \( r_{G(S1)-C(N3)} = 0.271 \) nm, \( r_{G(S1)-C(N3)} = 0.286 \) nm and \( r_{G(S1)-C(N3)} = 0.178 \) nm. These values were obtained from the X-ray crystal structure analyses of ApU [61] and GpC [62]. The interproton distances given do not include the intranucleotide \( r_{i-N_{i}} \) distances which are fixed by the geometry of the C and U bases themselves.
structures I and II, respectively, to 0.019 nm in the final refined structures I and II, which is comparable to the error in the experimental data (on average \(\lessapprox 0.02\) nm as discussed previously). In addition, there are no undesirably close contacts (i.e., van der Waals violations greater than 0.05 nm) in the refined structures. It can also be seen from Table 3 and Fig. 7 that the RMS difference between the two refined structures (0.011 nm) is small and approximately a factor of 2.5 less than that between the two initial structures. Indeed, when superimposed the two refined structures are virtually indistinguishable. The similarity between the two refined structures is further demonstrated by the agreement between the conformational parameters listed in Tables 4 and 5. A word of caution, however, should be added here. Although the striking similarity of the two refined structures provides a good measure of the convergence of the refinement method within a range of \(\lessapprox 0.1\) nm, the existence of a different structure outside this convergence range which could equally well account for the experimental interproton distance data can never be excluded. However, given that the RMS difference between calculated and experimental interproton distances for the two refined structures presented here is within experimental error, there would be no basis for preferentially choosing a putative third structure from the present two, even if this third structure exhibited an even better agreement between calculated and experimental distances. Nevertheless, we believe that considerable confidence can be placed in the refined structures presented here as they were derived from eminently reasonable starting models derived on the basis of a qualitative interpretation of the NOE data as well as a CD spectrum, namely standard A-RNA.

Because the solution structure is dynamic rather than static, the measured interproton distances, which are \((r^{-6})^{-1/6}\) means, are invariably weighted towards fluctuations with the shortest interproton distances. Hence, the average solution structure produced on refinement is neither a linear superposition of structures as in X-ray crystallography nor an arithmetic time average but an \((r^{-6})^{-1/6}\) time average in cartesian coordinate space. Such a structure could potentially be distorted relative to the arithmetic time-average structure. However, the refinement itself provides information both on the magnitudes of the internal fluctuations and the relationship of the \((r^{-6})^{-1/6}\) time-averaged refined structures to the arithmetic time-averaged solution structure. This is because many of the interproton distances are correlated (viz., for three successive residues all intranucleotide and internucleotide distances are correlated so that a conformational change resulting in an alteration in one distance will inevitably result in alterations in other distances as well) and, hence, a single structure would not be able to provide an adequate fit to the experimental data if the magnitude of the internal motions is large [13, 48]. In the present case, the magnitude of the internal motions must be small in order to accommodate an RMS difference of only 0.019 nm between the experimental and calculated interproton distances for the two refined structures. Thus, we conclude that the \((r^{-6})^{-1/6}\) time average which the two refined structures represent is close to the arithmetic time-averaged structure and that the small RMS difference between the two refined structures (0.011 nm) provides a measure of the error in the refined coordinates.

Three stereo views of refined structure II are shown in Fig. 8 and the conformational parameters describing the refined structures are given in Tables 4 and 5. It is clear from this data that although the overall structural framework is that of A-RNA with the values of the glycosidic bond and
Fig. 8. *Three stereoviews of refined structure II of the RNA pentamer*. In (A) and (B) the structure is viewed along the helix and in (B) the view looks directly into the major groove. In (C) the structure is viewed down the helix axis. For the sake of clarity, protons have been omitted. Because refined structures I and II are virtually indistinguishable only one structure is shown.
The main chain torsion angles are defined by $\gamma_5$, $\beta_4$, $\gamma_4$, $\delta_3$, $\epsilon_2$, and the glycosidic bond torsion angles by $\phi_{PS} = O1'-C1'-N9-C4$ for purines and $\phi_{PYR} = O1'-C1'-N1-C2$ for pyrimidines with zero at the cis position and positive angles by clockwise rotation of the further pair of atoms. The propeller twist angle $\Psi$ is the dihedral angle between individual base planes. Parameters for initial RNA models I and II are given (see Table 3). Values for A-DNA are from the crystal data of Shakked et al. [63] on the self-complementary A-DNA octamer d(GGTATACC)$_2$ and from the crystal data of Conner et al. [64] on the self-complementary A-DNA tetramer d(CCGG)$_2$. Values for tRNA are for the T$^l$PC stem (residues 49 - 53 and 65 - 69) of yeast tRNA$^{A^{18}_{18}}$ derived from the monoclinic (tRNA$^{M}$) [65] and orthorhombic (tRNA$^{O}$) [66] crystal structures. In the case of tRNA$^{O}$, the mean values of $\alpha$ and $\xi$ do not include those for residue 49; in the case of tRNA$^{M}$, the mean value of $\alpha$ does not include those for residues 49, 50, 61, and 65, the mean value of $\gamma$ those for residues 50, 61 and 65, and the mean value of $\xi$ that for residue 49, as in all these cases large departures (> 50') from the values for the other residues are found.

<table>
<thead>
<tr>
<th>Strand</th>
<th>Residue</th>
<th>Glycosyl atom torsion angles</th>
<th>Backbone torsion angles</th>
<th>Phosphorus atom separation</th>
<th>Propeller twist $\Psi$</th>
<th>Sugar pucker</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\chi$</td>
<td>$\alpha$</td>
<td>$\beta$</td>
<td>$\gamma$</td>
<td>$\delta$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>degrees</td>
<td>degrees</td>
<td>degrees</td>
<td>degrees</td>
<td>degrees</td>
</tr>
<tr>
<td>1.</td>
<td>C$_1$</td>
<td>-144/-144</td>
<td>-</td>
<td>-</td>
<td>47/46</td>
<td>75/75</td>
</tr>
<tr>
<td></td>
<td>A$_2$</td>
<td>-156/-158</td>
<td>-88/-83</td>
<td>-157/-164</td>
<td>47/45</td>
<td>77/75</td>
</tr>
<tr>
<td></td>
<td>C$_3$</td>
<td>-158/-159</td>
<td>83/-84</td>
<td>-161/-165</td>
<td>46/47</td>
<td>97/97</td>
</tr>
<tr>
<td></td>
<td>A$_4$</td>
<td>-152/-153</td>
<td>-78/-79</td>
<td>-163/-169</td>
<td>49/53</td>
<td>80/74</td>
</tr>
<tr>
<td></td>
<td>G$_5$</td>
<td>-166/-170</td>
<td>83/-76</td>
<td>-165/-175</td>
<td>48/42</td>
<td>82/82</td>
</tr>
<tr>
<td>2.</td>
<td>C$_6$</td>
<td>-139/-137</td>
<td>-</td>
<td>-</td>
<td>53/53</td>
<td>90/89</td>
</tr>
<tr>
<td></td>
<td>U$_7$</td>
<td>-148/-151</td>
<td>-85/-91</td>
<td>-150/-150</td>
<td>47/51</td>
<td>81/79</td>
</tr>
<tr>
<td></td>
<td>G$_8$</td>
<td>-157/-160</td>
<td>-95/-89</td>
<td>-152/-157</td>
<td>54/52</td>
<td>74/75</td>
</tr>
<tr>
<td></td>
<td>U$_9$</td>
<td>-162/-162</td>
<td>-74/-72</td>
<td>-167/-169</td>
<td>42/43</td>
<td>108/108</td>
</tr>
<tr>
<td></td>
<td>G$_{10}$</td>
<td>-167/-171</td>
<td>-81/-86</td>
<td>-162/-162</td>
<td>52/59</td>
<td>78/75</td>
</tr>
<tr>
<td>mean</td>
<td>-156/10</td>
<td>-83/6</td>
<td>-162/7</td>
<td>49/4</td>
<td>84/11</td>
<td>179/6</td>
</tr>
<tr>
<td>A-RNA I</td>
<td>-154</td>
<td>-85</td>
<td>-152</td>
<td>47</td>
<td>81</td>
<td>180</td>
</tr>
<tr>
<td>A-RNA II</td>
<td>-155/2</td>
<td>-80/3</td>
<td>-165/6</td>
<td>47/3</td>
<td>82/3</td>
<td>-179/1</td>
</tr>
<tr>
<td>A$_c$-DNA [63]</td>
<td>-160/8</td>
<td>-62/12</td>
<td>173/8</td>
<td>52/14</td>
<td>88/3</td>
<td>-152/8</td>
</tr>
<tr>
<td>A$_a$-DNA [64]</td>
<td>-157/14</td>
<td>-73/4</td>
<td>-179/9</td>
<td>73/30</td>
<td>89/25</td>
<td>-161/7</td>
</tr>
<tr>
<td>tRNA$_{M}$ [65]</td>
<td>-169/7</td>
<td>-79/7</td>
<td>-180/13</td>
<td>67/11</td>
<td>82/3</td>
<td>-159/6</td>
</tr>
<tr>
<td>tRNA$_{O}$ [66]</td>
<td>-182/26</td>
<td>-79/21</td>
<td>160/20</td>
<td>64/19</td>
<td>82/4</td>
<td>-138/21</td>
</tr>
</tbody>
</table>
Table 5. Rise per base pair (h) and local helical twist (\(\tau_1\)), base roll (\(\theta_b\)) and base tilt (\(\theta_t\)) angles for refined structures I and II of the RNA pentamer

<table>
<thead>
<tr>
<th>Base pair step</th>
<th>Refined structure I/refined structure II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>h</td>
</tr>
<tr>
<td></td>
<td>nm</td>
</tr>
<tr>
<td>1 C1G1-A2U2</td>
<td>0.22/0.24</td>
</tr>
<tr>
<td>2 A2U2-C3G4</td>
<td>0.27/0.27</td>
</tr>
<tr>
<td>3 C3G4-A4U1</td>
<td>0.24/0.23</td>
</tr>
<tr>
<td>4 A4U1-G5C6</td>
<td>0.24/0.25</td>
</tr>
<tr>
<td>mean</td>
<td>0.25 \pm 0.02</td>
</tr>
</tbody>
</table>

backbone torsion angles lying within the range characteristic of A-RNA, the refined structures are far from regular. For example, propeller twist angles range from 0' to 24', base roll angles from \(-3^\circ\) to \(+35^\circ\), glucosidic bond torsion angles from \(-137^\circ\) to \(-171^\circ\), C4'-C3' bond torsion angles from 75' to 108', O3'-P bond torsion angles from \(-40^\circ\) to \(-79^\circ\), and so on. This spread is similar to that observed in the crystal structures of the A-DNA octamer 5'(GGTATACC)2 [63] and tetramer 5'(CCGG)2 [64], as well as in the TΨC stem of the monoclinic [65] and orthorhombic [66] crystal structures of tRNA\(^{\text{Pet}}\). Another feature of interest concerns the distance between the O2' atom of the 5'-residue and the O4'-atom of the 3'-residue which has a spread of values over 0.29 to 0.41 nm. In three cases, namely base steps A3pC3, C3pA4 and U9pGlo, this distance has a value of about 0.3 nm which would be consistent with the formation of O2'\-O4' hydrogen bonds. For the other base steps the \(\rho_{O2'(i)}\) distance is sufficiently short to permit relatively strong electrostatic interactions.

Concluding remarks

In the present paper, we have presented the refinement of the solution structure of a RNA pentamer comprising one of the helical stems of yeast tRNA\(^{\text{Pet}}\), namely the stem of the TΨC loop. Although the refined structure is clearly of the A-type, local structural variations are observed which cannot as yet be fitted to any generalized set of rules governing their sequence dependence. This was also found to be the case for the refined solution structures of a B-DNA undecamer [13] and a B-DNA hexamer [48]. In contrast, with the exception of a DNA \- RNA hybrid [67], the local structural variations observed for the small number of A and B-DNA fragments crystallised to date seem to be reasonably well predicted by a set of simple sum functions [68] based on the avoidance of steric clash between purines on opposite strands of the helix at adjacent base pairs [69]. It therefore seems not unreasonable to conclude that the avoidance of this particular steric clash is not as important a factor in governing local structure in the solution state as in the crystal state. For example, with the exception of the fifth base pair G5-C6 all the base pairs are highly propeller twisted in the refined solution structure of the RNA pentamer (see Table 4). In structural terms, an increase in propeller twist leads to an increase in steric clash which is particularly marked in alternating pyrimidine(3')-purine sequences such as the first four base pairs of the RNA pentamer. Indeed Dickerson's sum functions [68] predict that the first four base pairs should hardly be propeller twisted whereas the fifth base pair should show maximal propeller twist, exactly the opposite of what is observed. However, the observed propeller twisting may not in fact be all too surprising when one considers that an increase in propeller twist also leads to improved stacking interactions [70]. Thus, in this particular case in solution the energetic advantage of increased stacking may outweigh the disadvantage of some steric clash.

Whether or not a set of simple rules governing the sequence dependence of local structure, equivalent to those found in the crystal state, exists in solution is at present unknown as too few refined solution structures are available to date, although no doubt more will become available in the near future.
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