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MESSAGE FROM THE PRESIDENT OF ISMAR

As I approach the half-way mark in my term
of three years as President of ISMAR, I am very
happy to accept the Editor’s invitation to write a
message to members of the Society and to sub-
scribers and readers of the Bulletin.

First of all T want to let you know that the
date and location of the next ISMAR Conference
has been fixed by the Council. It will be held at
the Hotel Gloria, Rio de Janiero, 29 June - 5
July 1986, and will be organized by Dr. Ney
Vernon Vugman from whom further information
may be obtained. His address is Dr. N.V. Vug-
man, Instituto de Fisica, Universidade Federal
de Rio de Janiero, Cidade Universitaria, Bloco A
- CCMN, Rio de Janiero 21945, Brazil. We hope
you will plan to be there and help to make this a
really successful international magnetic reso-
nance meeting.

Now let me turn to some domestic matters.
At the last ISMAR meeting in Chicago in August
1983, a new ISMAR Constitution was pre-
sented to the Council and to a Business Meeting
of the Society, who both approved it with minor
amendments. It was then circulated to the whole
membership for ballot by mail, and was over-
whelmingly approved. At the same time a list of
candidates for the various offices and for the
Council was circulated for election by mail ballot.
The following officers were elected: President: E.
R. Andrew, Vice-President: C. P. Slichter, Secre-
tary-General: D. Fiat, Treasurer: C.P. Poole. A
full list of Council members elected appears at
the front of the Bulletin. Those elected assumed
office in January 1984. In recognition of his
special contributions to the establishment of the
Society, Professor Daniel Fiat was accorded in
the Constitution the personal office of Founding
Chairman.

The Secretary-General maintains the records
of the Society and any questions concerning
membership and general information should be
addressed to him (Professor D. Fiat, E-207 MSA,
University of Illinois Medical Center, P.O. Box
6998, Chicago, Illinois 60680, U.S.A.).

The Treasurer looks after the finances of the
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Society and deals with dues and Bulletin sub-
scriptions.: The Society has opened a bank
account in Columbia, South Carolina, where the
Treasurer lives. A certified public accountant in
Columbia has been appointed to carry out an
annual audit of the Society’s accounts. Any
questions concerning dues and Bulletin subscrip-
tions - should - be addressed to the Treasurer
(Professor C.P. Poole, Department of Physics,
University of South Carolina, Columbia, S.C.
29208 U.S.A)). :

Between the triennial meetings of the Society
the Council carries out its business by corre-
spondence. I write to Council members four
times a year and I am most grateful for their
advice.

The Society’s journal, Bulletin of Magnetic
Resonance, is prospering under the energetic edi-
torship of Professor David Gorenstein. He is
shortly moving to a new appointment in the
Department of Chemistry at Purdue University
and will continue to edit the Bulletin from there.

As we look to the future, the next ISMAR
triennial meeting after Rio de Janiero will be
held in 1989. It will be recalled that previous
international magnetic resonance meetings have
been held in Tokyo (1965), Sac Paulo (1968),
Melbourne (1969), Israel (1971), Bombay (1974),
Banff (1977), Delft (1980) (ointly with the
Groupement Ampere), Chicago (1983). Any
members who have suggestions for 1989 or
about any other aspect of the Society’s activities,
should write to me at the address below.

Finally I send my cordial greetings to all
members of ISMAR and my best wishes for your
life and work.

Raymond Andrew
President, ISMAR
Department of Physics
University of Florida
Gainesville, Florida 32611
U.S.A.



- NINTH WATERLOO NMR
SUMMER INSTITUTE

ADVANCES IN
NUCLEAR MAGNETIC RESONANCE
JUNE 10-17, 1985

Lectures will be held on nuclear spin thermodynamics, r.f. pulse technology, two
dimensional NMR, double resonances, multiquantum NMR, quadrupole NMR, spin
polarization spectroscopy, and on applications in biophysics, chemical physics and
solid state physics. On Saturday, June 15 there will be a NMR Imaging Symposium.

Invited Speakers

P. Allen (Edmonton), R. Andrew (Gainsville, Fl.),

R. Armstrong (Toronto), P. Beckmann (Bryn Mawr
Penn.), R. Blinc (Ljubljana, Yugoslavia), M. Bloom
(UBC, Vancouver), E. Burnell (UBC, Vancouver),

S. Clough (Nottingham, England), F. Conti (Rome,
Italy), W. Doane (Kent, Ohio), R. Dong (Brandon, Ma.),
D. Edmonds (Oxford}, D. Gorenstein (Chicago),

R. Griffin (MIT), E. Hahn (Berkeley), J. Jeener
(Bruxelles, Belgium), K. Jeffrey (Guelph), R. Kaiser
(UNB, Fredericton), P. Lauterbur {Stony Brook, N.Y.),
1. Lowe (Pittsburgh, Penn.), A. Pines (Berkeley),

P. Mansfield (Nottingham, England), M. Mehring
(Stuttgart, FRG), K. Packer (Norwich, England),

H. Peemoeller (UNB, Fredericton), M. Pintar (Waterloo),
C. Poole (S. Carolina), L. Reeves (Waterloo),

B. Sanctuary (McGill), |.C.P. Smith (NRC, Ottawa) and
J. Stankowski (Poznan, Poland). Some speakers have
not confirmed their participation.

For the instructions during the first and second week

only 4th year quantum mechanics will be assumed. For
the advances in NMR (third week) it is expected that
graduate students and younger researchers with a basic
familiarity with the field will benefit most. The number of
participants will be limited to 90. A single room with
breakfast daily will cost $24 Can. per day. For the first
two weeks students add a $20 Can. fee, non-students
$60. For the advances in NMR (third week) students add
a $40 Can. fee, non-students $120. If registering after
May 23 please add $30 Can. to cover late registration
expenses. Applications and inquiries about the full
programme, registration, board and lodging should be
forwarded to:

Summer School in Basic NMR
May 27-June 7, 1985

An introductory course on NMR will cover basic theory,
magnetic dipolar broadening in rigid lattices, spin-
lattice relaxation, experimental methods and spectrome-
ter design. This course will be taught by D. Nicoll and
M. Pintar during the first week. Following will be a week
of introductory review iectures on NMR concepts (den-
sity matrix, spin temperature, quadrupole interaction)
and applications (membranes, phase transitions, liquid
crystals, biological activity, NMR of mammalian tissues,
NMR imaging, topical NMR, instrumentation fine tuning
and others). The reviews will be given by R. Armstrong
( Toronto), G. Chidichimo (U Calabria, italy), J. Davis
(Guelph), R. Kind (Zurich, Switzerland), E. Fukushima
(Los Alamos), K. Jeffrey (Guelph), R. Lenkinski
(Guelph), F. Prato (U of Western Ontario), W. Sobol

. (Silesian U, Pofand}, R. Thompson (U of Western

Ontario).

Le matériel couvert pendant les detix premiéres
semaines nécéssite I'équivalent du cours de mécanique
quantique de 4° année. il est prévu que la section con-
cernant les progrés en RMN (3° semaine) profitera sur-
tout aux étudiants gradués et aux nouveaux venus
possédant une connaissance de base du domaine. Le
nombre de participants sera limité a 90. Une chambre
simple avec petit déjeuner sera disponible au coGt de
24$% Cdn. par jour. Pour les deux premieres semaines,
prévoir un coGt supplémentaire de 20$ Cdn. pour
étudiants, et 60$ pour autres. Pour la 3¢ semaine,
ajouter 40$ Cdn. de frais pour étudiants, et 120$ pour
autres. Pour les inscriptions en retard (aprés le 23 mai),
ajouter 30% Cdn. pour couvrir les frais d'administration
supplémentaires. Faire parvenir applications et toutes
questions a:

Cathy Waimsley, Admin. Director
NMR Summer Institute
Department of Physics
University of Waterloo, Waterioo
Ontario, Canada N2L 3G1

Tel. 519-885-1211, Ext. 6238
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Bernhard Blumich
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L. INTRODUCTION

Among the different forms of spectroscopy,
nuclear magnetic resonance (NMR) shows an
intimate connection between theory and experi-
ment. NMR therefore enjoys great popularity in
the development of new methods. Following the
rapid development in electronic and computer
technology, NMR techniques evolved from single-
channel to multi-channel and multi-dimensional
modes. The original continuous wave (CW)
method (1-3) was extended to two dimensions
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with the introduction of double resonance (4-6).
The CW techniques were replaced by corre-
sponding multi-channel methods because of sig-
nal-to-noise improvements resulting from broad-
band excitation. The routine NMR methods are
now one-dimensional (1D) (7,8) and two-dimen-
sional (2D) (9-13) Fourier transform (FT) spec-
troscopy. The excitation energy is focused into a
few pulses per experiment and the spectrum is
computed from the experimental data by 1D or
2D Fourier transformation.

A conceptually more difficult method is
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stochastic NMR (14,15). It employs a random
excitation, which continuously supplies excitation
energy and leads to significantly reduced input
power. Again, the excitation spectrum is char-
acterized by a broad frequency range, but the
frequency components do not exhibit a well
defined phase relationship. Sensitivity and reso-
lution can be optimized separately in stochastic
NMR.

An abstract representation of a stochastic
NMR experiment is given in Figure 1. A nonli-
near system is investigated which responds to an
input signal x(t) with an output signal y(t). In

{t) oy
— 25— black box t
rf noise magnetization

Figure 1. System analytical abstraction of sto-
chastic NMR. The magnetic spin system is
excited with radiofrequency noise x(t) and
responds with transverse magnetization y(t).

the experiment, records of both signals are
acquired. The NMR spectrum is derived from
the experimental data by extensive numerical
data manipulation involving correlation of exci-
tation and response records. Multi-dimensional
cross-correlation leads to multi-dimensional spec-
- tra, which display information similar to 2D FT
spectra (16-19).

Section II reviews the historical development
of stochastic NMR spectroscopy and relates the
technique to methods in other fields of science.
Section III summarizes the relevant background
on nonlinear system analysis. The theory of
stochastic resonance is interpreted in Section IV
in terms of pulse sequences for multi-dimensional
FT spectroscopy and illustrated by theoretical
spectra. The practical aspects of stochastic NMR
are covered in Section V. Some future trends
are indicated in Section VI,

II. GENERAL PERSPECTIVE
A. History of Stochastic NMR
The idea of stochastic NMR can be traced to
a paper by Primas (20) in 1961 on quantum

mechanical systems with a  stochastic
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Hamiltonian operator in extension to Kubo’s
theory of fluctuation and dissipation (21-23). The
standard approach to relaxation requires that
the response of a driven quantum mechanical
systems is iteratively expanded into a perturba-
tion series (24). The different order terms of this
series are defined by the powers of the perturb-
ing Hamiltonian. In the field of nonlinear system
analysis such a series expansion is called a Vol
terra series (25). It serves to define the nonlinear
impulse response or after effect functions. The
Fourier transforms of the after effect functions
are called transfer functions, generalized admit-
tances, susceptibilities, or multi-dimensional spec-
tra.

For the description of nonlinear systems, a
Volterra expansion is of limited value only, since
it often diverges. However, for a white noise
perturbation with a Gaussian probability distri-
bution, Wiener has shown that the system
response can be expanded into a simple conver-
gent series with orthogonal functionals (26). The
different order terms of the Wiener series are not
defined by the power of the perturbation, but its
leading terms agree with the Volterra series.
Consequently the terms of both expansions have
a number of properties in common. The Wiener
series has found widespread use in science,
because 1) according to Wiener, white noise is
the most general test signal for the analysis of
nonlinear systems, and 2) the nonlinear after
effect functions are accessible via multi-dimen-
sional cross-correlation of input and output
records (27).

Primas has established a basis for the noise
analysis of nonlinear systems in quantum
mechanics by expanding the response of a quan-
tum mechanical nonlinear system into a Wiener
series. The first application of his theory to
nuclear magnetic resonance systems followed in
1963 by Ernst and Primas (28) with a paper on
NMR with stochastic high frequency fields. It is
based on Ernst’s thesis (29) and investigates
double resonance with a strong stochastic per-
turbation. A comparative evaluation of the sto-
chastic double resonance method led to the intro-
duction of broad band noise decoupling in 1966
(30).

The first pure stochastic NMR data, how-
ever, did not appear until 1970, when Ernst and
Kaiser independently reported their experiments
in two succeeding papers in the Journal of Mag-
netic Resonance (14, 15). Ernst used shift regis-
ter generated binary phase modulation of the

" radiofrequency (rf) input, while Kaiser modu-

lated the magnetic field with Gaussian probabil-
ity. In either case the systems were driven li-

Bulletin of Magnetic Resonance



nearly such that nonlinear response terms could
be neglected.

BINARY PSEUDO-RANDOM SEQUENCE

of
-
N

Figure 2. Binary excitation pulse sequence (top)
and corresponding stochastic response (bottom)
of the '°F resonance of 40 vol. %
2,4-difluorotoluene at a frequency of 56.4 MHz.
Cited with permission from ref. (14).

Figure 2 illustrates the input and output sig-
nals of Ernst’s experiment (14). The excitation
record (top) is a binary set of flip angles and the
response record (bottom) is the resulting trans-
verse magnetization. One-dimensional spectra
were obtained on a digital computer from com-
plex multiplication of excitation and response
spectra. This data evaluation scheme is equiva-
lent to one-dimensional cross-correlation of exci-
tation and response records and subsequent
Fourier transformation. The two papers showed,
that in comparison with pulsed FT NMR, sto-
chastic resonance
1) has the same sensitivity; :

2) allows an independent optimization of sensi-

tivity and resolution in contrast to pulsed FT

NMR (31);

3) reduces the problems in the receiving elec-

tronics associated with the large dynamic range

of impulsive signals;

4) reduces the peak excitation power such that

wider dynamic ranges may be covered;

5) admits coherent averaging of the system
response in connection with cyclic excitation;

"~ 6) will exhibit different saturation features. In

particular, the nonlinear response will involve

double resonance effects;

7) investigates the spin system in dynamic equi-

librium with the excitation and not the

Vol. 7, No. 1

unperturbed thermodynamic equilibrium state.
An interesting application of stochastic reso-
nance to solvent line suppression was demon-
strated by Tomlinson and Hill in 1973 (32). A
continuous string of radiofrequency pulses is
synthesized by inverse Fourier transformation
such that the excitation spectrum fits a prede-
termined pattern with zero intensity at the loca-
tions of solvent lines. In the same paper different
rf modulation schemes are evaluated. Two basic
approaches to modulate the flip angles in a
string of successive pulses are feasible (Figure

eI

I U

T

Il
u

1
-0 u Ut
11 1

=

TIME

Figure 3. Timing diagram of the excitation
sequence. The spin system is excited by a con-
tinuous string of equally spaced pulses with
either amplitude modulation (a) or pulse width
modulation (b). The receiver (c) is turned off for
a constant time period centered about each puise.
The signal from the receiver is sampled (d) by an
analog-to-digital converter just before the
receiver is blanked for each pulse. Cited with
permission from ref. (32).

3). Either the amplitude at constant width or the
width at constant amplitude can be varied. A
negative flip angle is realized by a 180° rf phase
shift. In the first case a double balanced mixer is
employed, but the conditions for linear operation
are rather critical. Pulse width modulation
requires a slightly more complex timing sequence
in order to center the pulses at equidistant time
intervals, but it is insensitive to mixer and
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amplifier nonlinearities. Thus, a nonlinear rf
amplifier can be used, which produces less noise
while the pulses are off. To avoid rf leakage
problems the receiver is blanked (33) for con-
stant time intervals, which are centered at the
pulse midpoints. The magnetization is sampled
just before the receiver is blanked for each pulse.

Fourier synthesized excitation has also been
used for the observation of broad line transients
by multiple frequency modulation of a single
pulse (34). This method combines the observation
of a free induction decay of pulsed FT NMR with
low power broad band excitation similar to sto-
- chastic NMR.

With application to solvent line suppression,
the method of correlation NMR spectroscopy was
introduced by Dadok in 1974 (35-37). The spins
are excited by a fast linear sweep, which gives
rise to spectral distortions of the linear response.
The undistorted spectrum is restored by cross-
correlation of excitation and response. The exci-
tation power spectrum covers a well defined
region and aliasing of response signals is
avoided. As in stochastic NMR, excitation power
requirements are low and spectra are computed
by cross-correlation.

The execution of a cross-correlation on a
digital computer is a rather time consuming pro-
cess. However, for certain pseudo random input
signals the linear cross-correlation can be
replaced by a fast transformation of the
response. This idea has been realized in Hada-
mard NMR spectroscopy. The method was sug-
gested by Ziessow (38) and introduced indepen-
dently by Ziessow (39) and Kaiser (40). The
excitation is based on maximum length binary
sequences or m-sequences, which are generated in
m-stage shift registers (38, 39, 41). The output
of a shift register is a sequence of 2™ - 1 bits
(0,1) with a perfectly white power spectrum. The
values of the bits are used to shift the phase of
the rf excitation by +90 and -90 degrees,
~ respectively. Cross-correlation of the linear
response with such sequences is equivalent to
multiplication of the response with a Hadamard
matrix. For the multiplication a fast algorithm
exists (42), which, on account of the binary
nature of the m-sequences, is even faster than
the fast Fourier transformation.

The work reviewed so far has dealt with li-
nearly driven systems only, where the output is
proportional to the input. Ernst has pointed out
already in 1969 that the nonlinear response of
nuclear spin systems should yield information
similar to that obtained in multiple resonance
experiments (43). However, efforts to formulate
a theory of stochastic resonance, which correctly
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describes the linear as well as the nonlinear sto-
chastic response encountered considerable diffi-
culty. Already the linear solution of the stochas-
tic Bloch equations produced unphysical results
(14). At this point a serious discrepancy between
the theory of stochastic differential equations
(44, 45) and physical reality was encountered.
While the Ito formalism of stochastic integrals is
mathematically more satisfactory, the Stratono-
vich interpretation gives the correct results. This
has been demostrated by Bartholdi, Wokaun
and Ernst in 1976 with a solution of the sto-
chastic Bloch equations in the rotating frame
(46, 47). In particular, the saturation behavior of
the linear response is predicted in agreement
with experimental data and an evaluation of the
line intensities for multispin systems is given. In
his thesis (46), Bartholdi also evaluates the
third-order nonlinear response of the Bloch equa-
tions in the rotating frame.

The nonlinear response of nuclear spin sys-
tems was investigated in a more empirical man-
ner by Blumich and Ziessow (18, 48). Starting
with an analysis of the characteristic saturation
lineshapes in Hadamard NMR spectroscopy, a
heuristic solution of the Bloch equations for arbi- -
trary excitation was found in terms of a closed
expression for a Volterra series. After the advent
of 2D FT spectroscopy (9, 10) it was evident that
the nonlinear stochastic response should reveal
information similar to 2D NMR. Especially, the
indirect spin coupling should be detectable. Dif-
ferent experimental schemes were tried (18)
until the coupling information was indeed found
in terms of cross-peaks in a 2D spectrum, which
itself is a particular 2D cross-section through a
3D spectrum (49, 50). This cross-section not only
revealed cross-peaks for indirect coupling (18,
49, 51, 52) but also for chemical exchange (18,
49-51). The excitation in these experiments was
binary white noise, realized by a string of radiof-
requency pulses with binary random phase mod-
ulation (52). A theory for the interpretation of
the data was developed in the general language
of time-dependent perturbation theory (18, 19,
51). It led to a definition of multi-dimensional
spectra different from multiple pulse FT NMR
and was able to explain the origin of the connec-
tivity cross-peaks as well as the general linesh-
apes (19, 53). The characteristic saturation
behavior (16-18, 51), however, could not be
derived from it.

The general theory of stochastic NMR spec-
troscopy was developed by Kaiser and Knight
(54, 55) in 1982. It gives the exact solutions of
the density matrix equation of motion for cross-
correlations of arbitrary order with Gaussian

Bulletin of Magnetic Resonance



"white noise input. The theory insinuates to
interpret the generation of multi-dimensional
stochastic NMR spectra in terms of multiple
pulse sequences similar to those encountered in
multi-dimensional FT NMR. It explains how
J-coupling, multiple quantum transitions, chemi-
cal exchange, cross-relaxation and relaxation
times enter stochastic NMR spectra (19, 53, 56).
This information is acquired summarily in a sin-
gle stochastic experiment, because in contrast to
pulsed excitation, which can be tailored to focus
its energy on the measurement of specific effects,
white noise is the most general form of excitation
and thus is nonselective.

Recently, stochastic NMR has been tested on

a modern commercial high resolution spectrome-
ter (57, 58). It was demonstrated that for strong
samples the multi-dimensional information can
be derived from data acquired in less time and
stored in less memory volume than necessary for
the data of just one 2D experiment with compa-
rable resolution. The present state of stochastic
NMR will be reviewed in logical context in Sec-
tions IV and V.

B. Related Research

Apart from practical applications, stochastic
NMR is an excellent example for testing the
theories of stochastic differential equations (46,
47) and for studying the stochastic analysis of
nonlinear systems. Stochastic processes and sto-
chastic nonlinear systems are of great interest in
current research in physics, chemistry and biol-
ogy (569-62) and no attempt shall be made to
cover this vast field of research. Rather a variety
of fields 1s listed where stochastic nonlinear sys-
tem analysis is applied, such that the method of
stochastic NMR can be related to other research
activities.

Two general classes are distinguished: the
system response may be modulated either by an
externally applied random force or by equilib-
rium fluctuations in the system itself. In order to
gain insight into the properties of the system, the
response is cross-correlated with the input in the
first class, while in the second class the auto-cor-
relation of the response is formed.

1. Systems Investigated by Cross-correlation

The mathematical term cross-correlation can
be translated into popular English with the word
comparison. The cross-correlation function of
two signals shows characteristic peaks, when-
ever the signals are similar or alike. A compre-
hensive introduction to correlation methods in
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chemical data measurement is given by Horlick
and Hieftje (63).

Cross-correlation has been utilized originally
for the detection of communication type signals
and signal filtering (64-66). In system analysis
the method was applied rather early for the
characterization of nuclear reactors (67, 68) and
electronic circuits (69). In analytical chemistry
new techniques evolved such as stochastic chro-
matography (70), stochastic faradaic admittance
measurements (71, 72), time-resolved fluorime-
try (73-76), and stochastic photolysis (77). In
biology, noise excitation is extensively used for
the study of neural networks (78, 79). Also, the
Hadamard transformation is applied in infrared
spectroscopy (80-82).

Often, an advantage of stochastic over pulsed
excitation is that the system is not driven far
from equilibrium. This advantage, however, does
not apply to NMR, since the nonlinear response
to a single pulse of arbitrary flip angle is propor-
tional to the linear response stimulated by a
vanishingly small pulse (48). Therefore the flip
angle can be optimized for maximum amplitude
of the linear response in NMR. A further advan-
tage of stochastic excitation is the time multi-
plexing of the input. Deviations from ideality of
the input are averaged out, as long as the mean
of the excitation is zero.

Typically most of the system analytical tech-
niques evaluate only the linear response, not
because the systems are all linear, but because
the linear response theory is best understood and
the experimental effort is relatively small. In the
study of electronic and neural networks often the
second-order response and rarely the third-order
response are evaluated as well. Stochastic NMR
is believed to be the first method which seriously
exploits the third-order response.

A method for the characterization of the
nonlinear response in rainfall-runoff processes
has been proposed in hydrology (83) with a
least-squares  fitting procedure formulated
instead of the cross-correlation method. The
general theory of stochastic nonlinear system
analysis is covered in recent books by Marmar-
elis and Marmarelis (79), Schetzen (84), and
Rugh (85). Schetzen’s book includes a historical
bibliography.

2. Systems Investigated by Auto-correlation

The auto-correlation of a signal measures the
coherence within the signal. For instance, if the
signal modulation arises from fluctuating mol-
ecules, the auto-correlation function reveals
information about the molecular motion (86, 87).

9



Given the size of molecules, light is often used in
correlation spectroscopy (88-92). Other correla-
tion techniques extract chemical kinetic informa-
tion from fluorescence (93) and conductivity
attenuation (94-96) measurements. The latter
methods depend upon spontaneous fluctuations in
local component concentrations. The develop-
ment of auto-correlation methods shows great
promise for the study of kinetic phenomena at
equilibrium (63, 77).

III. PERTURBATIVE DESCRIPTIONS OF
NONLINEAR SYSTEMS

A nonlinear system (Figure 1) transforms
the input signal x(t) into the output signal y(t) in
a nonlinear fashion. Since the details of the
transformation are unknown, the system
response is expanded into a series of the input.
The most popular expansions in nonlinear sys-
tem analysis are the Volterra (25) and the
Wiener (26) series. A similar expansion is known
in quantum mechanics by the name of time-de-
pendent pertubation theory (19, 51).

A. Volterra Series

The Volterra functional series (25, 97) has
been recognized by Wiener to be suitable for the
description of the input/output relation of nonli-
near systems (26). The output may be expanded
into a power series of the input:

Y =2 yn®),

nz=Q’
Yo = Ky,
y,® = Jk, ()x(t-r)dr,

y,t) = ffE,‘,('r1 Ty) x(tf11)x(t—12)d12dri,

=00

v = [JT% 7, om s
x(t-7 )x(t-7 , )x(t-7 )d7 (7 dr (1)

Each expansion term is a function of the input
function. A function of a function is called a
functional. The time dependence of the functio-
nals depends on the input as well as on the par-
ticular system. The system part reflects the me-
mory of the system. For instance, the free oscil-
lation of a pendulum in response to an impulsive
input demonstrates that while the response has
not completely relaxed, the system still memor-
izes the input. The memory time is given by the
damping constant of the free response. Most
systems encountered in real life have finite
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memory and the impulse response dies away
with time.

For linear systems, the higher order respon-
ses y;, i>1 are zero and the impulse response is
given by k,. In NMR k,  is the free induction
decay (FID). The functions k; are called kernels
in mathematics. The bar marks their invariance
against permutation of time arguments. The
number of arguments is specified by the index
and is equal to the order of the excitation product
in the functional. Since physical systems do not
anticipate an input, all kernels vanish if a time
argument assumes a negative value.

The input/output realtionship (eqn. 1) has
been formulated for time-invariant systems. For
time-dependent systems, the kernels also depend
on the time t. Complete knowledge of all kernels
entirely characterizes the system. In different
disciplines the kernels are called by different
names and often their Fourier transforms are
primarily referred to. The kernels are also
denoted as after effect functions or response func-
tions of different order. Their Fourier transforms
are known as nonlinear transfer functions, gener-
alized admittances, or susceptibilities, or as multi-
dimensional spectra. The denomination of the
kernel Fourier transforms as spectra is rather
old in theory of nonlinear systems (98, 99).
Recently, their relationship to the multi-dimen-
sional spectra encountered in FT NMR spectros-
copy has been elaborated (19). Remembering
that k, is the FID, it is obvious to NMR spec-
troscopists to call its Fourier transform a spec-
trum.

The Volterra series is an expansion in terms
of nonlinear convolutions. Though the concept is
formally appealing, the series is often found to
converge slowly or not at all. For simulation and
analysis of the system response an expansion
with good convergence properties is needed. Such
an expansion was derived by Wiener from the
Volterra series by orthogonalization of function-
als with respect to Gaussian white noise input
(26). Wiener has focused his attention on Gaus-
sian white noise, because 1) noise is the most
general test signal for nonlinear systems, and 2)
the orthogonal expansion assumes its simplest
form for a Gaussian input distribution. The
Wiener series can be shown to converge in the
least squares sense.

B. Wiener Series
The Wiener Series is an expansion of the
system response to zero mean Gaussian white
noise input into a set of orthogonal functionals.

An orthogonal expansion is advantageous
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whenever the system response is to be approxi-
mated in the least-squares sense by a varying
number of functionals or if the kernels are to be
computed by multi-dimensional cross-correlation.
The Wiener series is derived from the Volterra
series by Schmidt orthogonalization of higher
order functionals with respect to the lower order
ones. Consequently the lower order Wiener ker-
nels involve parts of the higher order Volterra
kernels (79) and therefore depend on the input
power. Denoting the Wiener kernels by Ei and
the second moment or power level of the Gaus-
sian white noise input by #,, the first terms of
the Wiener series are given by (26, 27):

y(®) =Z 7,0,

Yo = hy,

5, ® = Ih, xe—r)dr,

¥, = ﬁﬂz (7, )x(t—7 X
x(t—7,)dr,dr, —
#azhz(Tz’Tz)de’

¥, ) = _fff’ﬁa(r‘ T o7 3 )X(E—7 | X

xX(t—7 ,)x(t—7 ,)d7 47 ,dr | —

00
3,,;2th3(71 )T 5T 5 )X(t—7 )dr  dr dr,.
- (2)

The coefficients of the terms in the Wiener
functionals are the coefficients in Hermite poly-
nomials (27). For zero mean white noise with
arbitrary distribution function the orthogonal
functionals up to third order are given in (18)
and (51). The power dependence of the Wiener
kernals is manifested in stochastic NMR spec-
troscopy by saturation broadening (16-18, 49,
51). For vanishing input power only the leading
term of each functional remains, and the Wiener
series approaches the Volterra limit.

C. Cross-correlation

The goal in system analysis is the determi-
nation of the kernels from input and output
records. Wiener originally proposed to expand
the kernels into a set of orthogonal functionals
and to determine the coefficients in a least-
squares fitting procedure (18, 26, 83). However,
Lee and Schetzen (27) showed in 1965 that the
Wiener kernels are most easily retrieved by
multi-dimensional cross-correlation of input and
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output records. Cross-correlation has become a
fundamental tool in the noise analysis of nonli-
near systems.

Unless two or more time arguments are
equal, the n’th order kernel is proportional to the
n’th order cross-correlation

_Prmtt—o,xt—op)dt =
nli B by, 0. ®

The values of the cross-correlation for equal time
arguments depend on the particular distribution
function of the white noise input (18, 51, 79).

A multi-dimensional cross-correlation opera-
tion can be visualized in terms of a multiple

xt) nontinear )
system

x(t-c,)

delay o4

- -

I delay 0 x(t-0p)

hn(O,,...,Un )
o; #Oj

time averager

Figure 4. Analog representation of a multi-di-
mensional cross-correlation.

delay averager (Figure 4). The input signal x(t)
is applied not only to the nonlinear system under
investigation, but also to a number of indepen-
dent time delay devicés. The delayed input sig-
nals are multiplied with the system response and
the product is integrated over time.

An example for a 1D delay averager is the
Michelson interferometer (88, 100), which forms
the basis of Fourier infrared spectroscopy. The
white input light is split into two beams. One
beam passes through the sample and the other is
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delayed by changing its path length with a mov-
able mirror. Multiplication and integration of the
two modified beams is achieved in a slow inten-
sity detector. The detector measures the square
of the sum or the two signals, which involves the
cross-product of interest. The integration time is
the detector response time, which is longer than
a period of the infrared signal by several orders
of magnitude. The time resolution of the inter-
ferometer is given by the resolution of the delay
¢. Thus an analogue cross-correlator can achieve
high time resolution with slow devices. For slow
processes, such as NMR, input and output
~ records are sampled and the cross-correlation is
performed numerically on a digital computer.

D. Symmetry

In theory of nonlinear systems, kernels are
defined symmetric with respect to permutation of
time arguments. If an asymmetric kernel is
encountered, it can be symmetrized without
affecting the values of the functional simply by
averaging all kernels which arise from permuta-
tion of arguments (26)

h, = =

hoym( 7T n)
(UnDZ hysym@ 4575 )- (4)

In mathematics, symmetric kernels are pre-
ferred because there is only one symmetric ker-
nel for a given functional, but several asymme-
tric ones are possible. On the other hand, the
expansion used in conventional time-dependent
perturbation theory immediately leads to a Vol-
terra series with asymmetric kernels (19). The
n’th order functional is given by

yn(t) ff f h (71 )72’ T n)><

x(t-  )x(t-7, ) x(tr n)d'r ndr,dr, . (5)
Its kernel vanishes outside the interval

Oty =7,<7,. (6)

2

Kernels with the definition range of eqn. 6
are sometimes called triangular kernels (85).
Such kernels obey the principle of causality in
the sense that the time arguments of the excita-
tion product in eqn. 5 render the excitation val-
ues distinguishable. By symmetrization the time
variables are permuted and identical definition

ranges are introduced. This artificially destroys

the time ordered sequence of stimuli. Stochastic
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NMR is a good example of how spectral informa-
tion can be disguised by kernel symmetrization.
Nonetheless, symmetric - kernels are useful
because their Fourier transforms can be com-
puted rather quickly at selected spectral regions.
To distinguish symmetric from triangular ker-
nels, symmetric ones are marked by a bar.

The different triangular kernels obtained by
permutation of arguments in eqn. 4 occupy dif-
ferent volume elements in multi-dimensional
time space. The sum of all volume elements fills
the entire time space. Symmetric as well as tri-
angular kernels can be derived from input and
output records by multi-dimensional cross-corre-
lation. For symmetric kernels the definition
ranges for the different delays are equal, while
for the computation of triangular kernels the
delays must be time ordered according to eqn. 6.
A particularity arises at the boundaries of the
triangular volume elements. If two or more time
arguments are equal, the.corresponding excita-
tion values are indistinguishable and the trian-
gular kernel value is given by the value of the
symmetric kernel divided by the number of per-
mutations of mdlstmgulshable time arguments
(19, 85).

E. Time Dependent Perturbation Theory

Iterative approximation of the solution of the
density matrix equation of motion leads to a Vol-
terra type expansion of a quantum mechanical
observable (19, 51). In spectroscopy the observ-
able is usually related to a sample polarization in
response to an electric or magnetic field. The
integration limits in the nonlinear perturbation
functionals are time ordered as in eqns. 5 and 6.
The resulting kernels are given in terms of mul-
tiple products of decaying exponentials which
oscillate with the energy level differences of the
unperturbed sample. The susceptibilities are the
Fourier transforms of these triangular kernels.
They are multiple products of Lorenzian lines,
for example '

—i0 g, o Jpa
Hpy P ,) = ' ’ (72)
[rpa—i€, —2py)]

Hba( 2) (‘,.,1 7‘92) =

— 022 IpcMlg P olca

[rea—i@ = we)llrpy =i, +w mwy,)] (Tb)
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Hba(S)Q‘H ’Loz,a;a) =

i ?3, Tpe Ted*UxPolda

- X
[rgq =i~ @3 )llreg -iko, fw 2™ 9ea)}

1

[rpg -i, +o, +w - “’ba)]‘ (7¢)

In these equations, ¢ measures the excitation
amplitude, I, is the x-component of the dipole
moment operator, @, is the equilibrium density
matrix, r is a phenomenological relaxation rate
and a,b,c,d number succeeding energy levels. In
the second- and third-order susceptibilities (eqns.
7b and 7c), Dha and ., resonate at sum and
difference frequencies of the input frequencies
w,,w, and w,. At resonance, the input frequen-
cies are single quantum transitions. Conse-
quently the higher order susceptibilities describe
multiple quantum transitions. They are respon-
sible for a wide range of frequency mixing phe-
nomena encountered in  nonlinear optics
(101-105).

In contradistinction to NMR the optical wave-
lengths are small compared to typical sample
dimensions and the optical polarization is not
directly observed. The occurrence of sum and
difference frequencies in the optical response is
the result of scattering of induced sample polari-
zations. In NMR the wavelengths are large com-
pared to the sample dimensions and the nuclear
polarization is monitored directly. Sum and dif-
ference frequencies in the response can be
observed with appreciable intensity only if they
arise at a Larmor frequency.

F. Frequency Domain Analysis

Numerical computation of cross-correlations
is extremely time consuming and becomes
largely impossible if kernels higher than second
order are to be evaluated. In spectroscopy, how-
ever, the Fourier transforms, not the kernels,
are of primary concern. These can be obtained
directly in the frequency domain by slicing the
experimental excitation and response records
into sample records x;(t) and y;(t) and Fourier
transforming each record. The resulting sample
spectra X;(¥) and Y;(v) are multiplied and aver-
aged. From Fourier transformation of eqn. 3 one
obtains for first, second and third order (66, 106,
107)
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H, () = <YOXX ¢)>
<|X(v)]z > (8a)
H,0,»,) =

<Y, 0, 4 )X 0 )X 0,)>
2<XC P Xe ) > (80

Y,0) = Y0)—H,
<Y, 0, 4,40 ) X0 )X @)X JIP>

BI<X 0 ) R0 P X P>
Y,()=Y@)-H, (¢)X@), (8¢c)

where 2mv = w. The second moment has been
replaced by its frequency dependent estimate

= |X(»)]*. These formulas are valid only for
zero mean Gaussian signals (18,51).

The frequency domain technique yields
access to selected regions of a multi-dimensional
spectrum without having to compute the com-
plete multi-dimensional kernel. Since the spec-
tral regions of interest in NMR can be predicted
from the one-dimensional. spectrum (egn. 8a),
tremendous savings in computation times result.
The formulas for spectra of more than three
dimensions can be extrapolated from the given
ones, but no applications seem to have been pub-
lished. This is attributed to increasing computa-
tional complexity as well as to decreasing signal
strengths. For the computation of higher order
spectra the lower order responses must be sub-
tracted from the system response. Since in
practice the amount of experimental data is
finite, the different order spectra cannot be sep-
arated completely and the stronger signals of the
lower order spectra cross-talk into the higher
order spectra.

The frequency domain formulas yield the
symmetrized spectra I-:In' By Fourier transfor-
mation of eqn. 4 they are recognized as the
average of all asymmetric spectra which result
from permutation of arguments (19)

A0, vy =
(W%, Ho ). ®

In order to relate the signals within a selected
region of a symmetric spectrum to the different
asymmetric spectra, it has been proposed to
transform the part of interest of Hn into the time
domain, select a triangular kernel element and
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back-transform it into the frequency domain
(56).

IV. THEORY OF STOCHASTIC NMR

The general theory of stochastic NMR with
Gaussian white noise excitation was formulated
by Kaiser and Knight (54, 55). By converting the
Bloch equations into an integral egluation, the
previous method of solution (46, 47) was simpli-
fied and generalized. The theory yields cross-
correlations of the magnetization with arbitrary
powers of the excitation. These are neither
restricted to equal relaxation times nor to a
rotating coordinate frame.

The Bloch kernels exhibit different longitudi-
nal and transverse saturation rates as well as a
phase shift of the y-component of the response
and a frequency shift of the resonance frequency
from the Larmor frequency. Within the validity
range of the Bloch equations, however; phase
and frequency shifts are insignificantly small
and the resulting multi-dimensional spectra
exhibit the same lineshapes (eqn. 7) as derived
by time-dependent perturbation theory (19, 53).

A response to odd order products in the exci-
tation arises only in transverse magnetization,
while a response to even order products results
in longitudinal magnetization. This general fea-
ture is a consequence of the rotational symmetry
of the problem: the transverse magnetization is
proportional to the sine of the excitation flip
angle and the longitudinal magnetization is pro-
portional to the cosine. Either function expands
into only odd or even powers of the excitation.
Thus the first nonlinear response in stochastic
NMR arises in third order.

The theory of stochastic NMR is based on
Gaussian white noise input with unit spectral
density. The input amplitude is traditionally
denoted by o (not to be confused with the delays
in Figure 4). Because of the normalization of the
input, o has the physical dimension of Hz2. 1t is
approximately related to the root mean square
(rms) flip angle [ of a random sequence of
pulses by

%rms = o/At, (10)

where At is the pulse spacing.
The variance of the transverse magnetization

is a function of the excitation amplitude ¢ and of .

the relaxation times (46, 47). There exists an
optimum excitation value Yoptr for which the
transverse response is maximal. The maximum
peak height in the fist-order Bloch spectrum is
reached for a value of ¢ just below Topty that in
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the third-order spectrum for a value just above
oopt (61, 53). Since the maxima are rather
broad, peak heights for 1D and 3D spectra as
well as sensitivity are optimized simultaneously
in the response maximum.

The wvalidity of solution of the stochastic
Bloch equations is confirmed by a numerical
simulation of a 2D cross-section through the
symmetric third-order spectrum (53). Different
1D cross-sections through the asymmetric
third-order spectrum can be employed for the
determination of longitudinal and transverse
relaxation rates independent of magnetic field
inhomogeneity. Other 1D cross-sections exhibit
peaks at the line positions of the conventional 1D
spectra but with saturation dependent line-
widths, which, compared to the widths in single
pulse response spectra, can be narrower by a
factor of down to 0.66 in the response maximum
(53). '

The stochastic density matrix equation of
motion was solved by the same method devel-
oped for the Bloch equations (55). The intricate
path of solution will not be repeated, but the
results of the multi-dimensional cross-correla-
tions are rather simple. They admit a pictorial
interpretation in terms of a pseudo-pulse experi-
ment, which is exemplified below with the third-
order response.

A, Interpretation of Kernels

The n’th order triangular Wiener kernel of
the density matrix equation of motion is (55)

hy(r, >>7 ) =

_ an
(0/2)n< F_Ie CT nBec(T n—1 T n)

AT

The result is general, but the notation will be
explained with respect to NMR. The operator Cis
the effective Liouvillean

=-HD_r 4eFD): +Z. (2

HoD is the commutator with the Hamiltonian of
the unperturbed system. The imaginary term
defines the energy levels and accounts for cross-
peaks in nonlinear spectra, which are based for
instance on the indirect coupling interaction. The
real terms determine the lineshape of the linear
spectrum and may also give rise to cross-peaks
in higher order spectra. I is the relaxation
matrix and Z accounts for chemical exchange.
The term quadratic in the excitation amplitude o
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causes saturation broadening. It distinguishes
the effective Liouvillean from the Liouvillean of
the free precession.

A simulation has proven that the relaxation
matrix produces cross-peaks in the third-order
spectrum for cross-relaxing spins. Similarly
cross-peaks arising from intramolecular chemical
exchange have been simulated (56) as well as
measured (49-52). However, no peaks have been
observed yet, which originate in the saturation
term. The term should be expected to cause mul-
tiple quantum peaks from the absorption of sev-
eral identical photons in the same way as multi-
ple quantum signals are observed for critical
excitation levels in the CW NMR of strongly
coupled systems (108-110).

The matrix Bis the linear term of the pulse
rotation operator expliak If Fy is the
x-component of the total angular momentum
operator, then B denotes the imaginary commu-
tator with F, for instance

Bp> = iEDp> = i[F 0] (13)

Consequently B performs an infinitesimal rota-
- tion and may be interpreted as a pseudo-pulse.
The right hand side of eqn. 11 can then be read
as the time evolution of an equilibrium density
matrix » under. a multiple pseudo-pulse excita-
tion with variable pulse separations 7,,_4-7 .. The
time evolution of the density matrix between the
pulses follows the effective LiouvilleanC. The
fact that the pulses do not affect a finite rotation
is a consequence of the statistical independence
of the input. _

The equilibrium density matrix p denotes the
spin statistics in equilibrium with excitation and
relaxation

> =€ Flp,>. (14)

In most cases the dynamic equilibrium density
matrix p is distinguished from the thermody-
namic equilibrium density matrix p, only by
reduced population differences. Under rare cir-
cumstances, when two coupled resonances over-
lap such that a zero quantum transition fre-
quency becomes comparable to or smaller than
some characteristic relaxation rate, zero
quantum elements will be excited (56).

The interpretation of eqn. 11 by a multiple
pulse experiment is illustrated in Figure 5 for a
three-dimensional kernel. Since the kernel acts
as a memory function, which relates different
events of the past to the present, the times 7;
count from the moment of observation into the
past. In triple pulse spectroscopy, the time
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Figure 5. Time and frequency conventions in 3D
stochastic NMR and triple pulse FT NMR. In FT
NMR the pulses represent finite rotations of the
density matrix while in stochastic NMR they
represent infinitesmal rotations.

variables t; denote the separation of events. A
kernel written in the latter notation is called a
regular kernel (85). In accordance with the dif-
ferent time conventions a kernel may be Fourier
transformed either with respect to the 7; yielding
frequencies w; = 2mv; or with respect to the t
yielding frequencies {J;. In either case the result
is a multidimensional spectrum. The peaks,
however, are found at different coordinates (56).
The interrelationship of frequencies is given in
Figure 5. In the w-coordinate frame of multi-di-
mensional spectra all peaks occur at the cross-
coordinates of single quantum transitions.

Fourier transformation of the triangular
third-order kernel yields the third-order suscepti-
bility '

Hyw,w,0,) =
_(03/8)<F_l{ +if, tw, +0,)1'B

X[C+iw, +w,)]" *BIC+i», 1" *Blo>. (15)

It can be written as a sum of various resonances
if effective relaxation rates r are introduced to
account for spin relaxation, saturation, and
exchange in eqn. 12. Then the kernel, eqn. 7c,
results, which has been derived by time depen-
dent perturbation theory.

For the denominator to be at resonance, the
individual frequencies w;, i = 1,2,3, must corre-
spond to single quantum transitions, since only
single quantum transitions are connected by
infinitesimal rotations B. The sum frequency
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w, +w, +&, must also be a single quantum tran-
sition in order to match F_. This can be
explained with egn. 8c: the kernel is computed
from the response at the sum frequency. Since
the response is measured at the Larmor fre-
quency, the sum frequency must be a Larmor
frequency just like the individual frequencies.
Therefore one frequency in the sum must be
negative. Positive frequencies signify absorption
and negative frequencies signify emission of rf
photons.

Reading eqn. 15 from right to left, the first B
converts population differences to single
quantum transitions. The second B establishes a
connection to neighboring transitions with the
sum coherence being a double quantum tran-
sition for progressive connectivity, a zero quan-
tum transition for regressive connectivity or a
population difference if the transition of the first
B is reversed. The third B converts the popula-
tion differences, zero and double quantum coher-
ences to triple and single quantum coherences.
Since only the latter are measured, the experi-
mental third-order susceptibility carries connec-
tivity information in terms of population effects,
zero and double quantum transitions. Population
effects are either coherent differential longitudi-
nal magnetization exchange due to indirect
coupling, or incoherent net longitudinal magneti-
zation exchange caused by chemical exchange or
cross-relaxation.

In the third-order spectrum, the connectivity
information which involves two resonances (Lar-
mor frequencies) arises from two quanta being
absorbed at two transitions which share an
energy level, and one quantum being emitted at
either one of the transitions. Thus all connectiv-
ity peaks for two resonances are found on sub-
diagonal 2D cross-sections through the third-or-
der susceptibility, because such cross-sections
are characterized by two positive frequencies and
one negative frequency egual in magnitude to
one of the positive frequencies. There is a total of
6 such 2D cross-sections in 3D frequency space,
amounting to three pairs which separate the
connectivity types according to population
effects, zero quantum coherences and double
quantum coherences. '

B. Simulated Spectra

Because experimental data are evaluated in
the frequency domain (cf. eqns. 8), the resulting
spectra are symmetric. The six sub-diagonal 2D
cross-sections through a symmetric 3D spectrum
are equivalent. Each is the average of the 6
sub-diagonal 2D cross-sections through the
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asymmetric 3D spectrum (cf. eqn. 9). Figure 6
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Figure 6. Simulated real part of the sub-diagonal
2D cross-section H,(», ,v,,»,) through the
symmetric 3D spectrum of 2,3-dibromopropionic
acid. Negative signals are filled in black between
the outer two contours.

shows the real part of the simulated cross-section
H,(,»,,»,) through the symmetric 3D spec-
trum of a three spin system. The simulation
was based on eqns. 15 and 9. It is in excellent
agreement with the experimental 90 MHz proton
spectrum of 2,3-dibromopropionic acid in CDCl,
(51). The 1D spectrum appears along the diago-
nal. Positive and negative cross-peaks on the
corners of squares reveal the resonance connec-
tivities. Negative peaks are filled in black. They
indicate progressive connectivity., Positive cross-
peaks indicate regressive connectivity. The
arrangement of peaks is similar to the one in
correlated 2D spectra measured with a
90° -t, -45° -t, pulse sequence (10, 111). Cross-
peaks between resonances which are not direct
neighbors in the energy level diagram do not
occur.

The share of signals in Figure 6 which arises
from population transfer is shown in Figure 7.
It is the sum of two cross-sections, through the
asymmetric 3D spectrum. The particular sub-
diagonal 2D cross-sections are identified from the
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Figure 7. The sum spectrum H,(,,»v,,r )+
H,(»,,,,,) has the depicted pure absorption
mode real part. The cross-peaks arise from cohe-
rent longitudinal magnetization exchange.

condition that w, +w,=0 must be fulfilled in
eqns. 7c or 15. They are H,(v,,»,,»,) and
H,(»,,»,»,). The peak positions in Figure 7
agree with those in Figure 6, but the lineshapes
are now pure Lorenzian. Some peaks, which do
not belong to a cross-multiplet originate in the
overlapping tails of resonances. Other than in
Figure 6, the average intensity of a cross-multi-
plet is now zero, unless the spins are also
coupled by chemical exchange or cross-relaxa-
tion. Chemical exchange causes strong positive
cross-peaks. For cross-relaxation the cross-peaks
are positive for long correlation times and neg-
ative for short correlation times (56) in agree-
ment with 2D FT spectroscopy (112).

The 2D FT experiment for the detection of
longitudinal magnetization exchange employs
three pulses (113, 114). The pulse separation t,
between the second and the third pulse is a fixed
mixing time. The 2D Fourier transformation is
‘applied with respect to the separation t, of the
first and the second pulse and the detection
period t, after the third pulse. The stochastic 3D
spectrum also includes a Fourier transformation
over the mixing time, so that peak intensities
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there reflect the integral over all mixing times.

A further difference between 2D and sto-
chastic NMR results from the difference between
real pulses and pseudo pulses: in 2D FT
exchange spectra coherent longitudinal magneti-
zation exchange does not contribute to cross-
peaks, but multiple quantum coherences do
(112-115). In stochastic NMR the situation is
inverted. Multiple quantum contributions are not
found in the cross-sections in question, but
cross-peaks from coherent magnetization
exchange superpose exchange peaks. One way to
discard the coherent exchange peaks is to replace
each peak by the average of the ¢ross-multiplet.

Sub-diagonal 2D cross-sections with zero or
double quantum peaks are identified in the
third-order susceptibility egns. 7c or 15 by o,
and w, having opposite signs or the same sign,
respectively: Figure 8 shows the magnitude
mode of the zero quantum cross-section
H,(+v,,»,,”,) and of the double quantum cross-
section H,(v,,v,,-,). The zero quantum cross-
peaks are found at the positions of the peaks
indicating regressive connectivity in Figure 6 and
the double quantum cross-peaks at the positions
indicating progressive connectivity. The line-
shapes -of the peaks in the different cross-sec-
tions are discussed in (53, 56). The peak ampli-
tudes do not add consistently so that apart from
strong coupling effects, positive and negative
cross-peaks in the cross-section (Figure 6)
through the symmetrical spectrum show differ-
ent intensity.

Spectra with zero or double quantum peaks
at the cross-coordinates of single quantum tran-
sitions are rather easy to interpret. In 2D FT
spectra, however, multiple quantum peaks are
traditionally displayed at their actual multiple
quantum frequencies. This is a convention based
on the generating pulse sequence (cf. Figure 5),
which requires a fixed preparation time t,. A 2D
Fourier transformation is performed with respect
to t, and t, (10). Stochastic zero and double

"quantum spectra can be transformed into this

coordinate frame with the introduction of differ-
ence and sum frequencies (Figure 9). Mareci and
Freeman have pointed out that inspection of the
tilts of the cross-peak multiplets yields the rela-
tive signs of the coupling constants (116).

It is interesting to note that the double quan-
tum signals can be isolated from the symmetric
3D spectrum if the input consists of two inde-
pendent noise sources in quadrature (56). Unfor-
tunately the peak amplitudes in the two double
quantum sub-diagonal 2D cross-sections have
opposite sign, so that apart from lineshape
effects, the sum of the 2D double quantum
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Figure 8. Zero quantum  cross-section
[H,(-»,,»,,»,)| (top) and double quantum cross-
section [H, (v, 7, ,-»,)| (bottom). The peaks occur
at the cross-coordinates of single quantum trans-
itions.

spectra vanishes.

The third-order susceptibility of coupled spin
systems also exhibits cross-peaks, which do not
lie on a sub-diagonal 2D cross-section. One such

18

100
80-
601 3
40- °
V-Vt 2] i
0 =t «

-2°qo o
-[.0-
60
_804 .

100 Y
20 &0 60 80 100

220

2004

1801

160
91+92l"211w- ¢ &7 Yole
1207 0 o e Q;@ bo

100

80

601
L0+

20 +——r—r—F—7———7
20 L0 60 80 100

\’1 (Hz)

Figure 9. Introduction of a difference and a sum
frequency axis transforms the peaks in Figure 8
into zero quantum frequencies (top) and double
quantum frequencies (bottom).

cross-peak identifies three different resonances,
which belong to a ring of four in the energy level
diagram (51).

Stochastic excitation can also be employed in
heteronuclear experiments. Both nuclear species
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A and X shall be excited by the same input. If
the response of species A is evaluated, then the
3D spectrum exhibits the cross-peaks of A with
A and of A with those of nuclei of X, which are
coupled to A (51). Heteronuclear stochastic NMR
with two independent noise inputs has not been
investigated yet.

V. PRACTICE OF STOCHASTIC NMR

The practical aspects of stochastic NMR are
treated in (52). A commercial spectrometer has
recently been converted to enable stochastic
NMR in liquids (58). A detailed account of this
work is available in a report (57). It includes
complete circuit diagrams and program listings
of the spectrometer modifications.

A. The Experiment

Most stochastic NMR experiments have been
performed with a randomly modulated string of
rf pulses as input. The basic timing diagram is
given in Figure 3. Binary excitation is most eas-
ily realized with random shifts of the rf phase

through +90 and -90 degrees. This introduces a"

random sequence of pulses with flip angles +«
and —a. In general, binary excitation is not fea-
sible for the investigation of the nonlinear
response, since kernel regions with two or more
equal time arguments are underdetermined
(117). It has been shown, however, that in the
special case of NMR, the sub-diagonal 2D cross-
section through the third-order spectrum can still
be retrieved without error (18, 51). For the
unambigous determination of the complete
third-order spectrum, noise input with four or
more levels is required. It is readily generated by
pulse width modulation (cf. Figure 3) (57).

The random sequence of numbers used for
modulation is generated either by hardware or
by software. Since a copy of the input is required
for data processing, either the generating algor-
ithm should be known, a copy should be resident
on a data carrier, or the input values must be
acquired simultaneously with the response. In
the last case three analog-to-digital converter
channels are needed to enable quadrature phase
detection of the response. Shift register genera-
tion of binary excitation for investigation of the
nonlinear response is unsuitable because of
unfavorable higher order auto-correlation func-
tions of m-sequences (118). In experiments with
binary excitation the phase values were there-
fore often derived from the signs of sampled
Gaussian white noise (18, 49-52).

In stochastic 100 MHz proton NMR a typical
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flip angle is 3 degrees. Apart from the spectral.
width, the rms flip angle or the excitation ampli-
tude is the only parameter to adjust in a sto-
chastic experiment. It is tuned for maximum
oscillations in the transverse magnetization
either by feedback from the response or on the
basis of estimated relaxation times and experi-
ence. After acquisition of 10° to 10’ input and
output values the experiment is terminated or
repeated with the same excitation for coherent
averaging of the response. The actual stochastic
experiment is as simple as a CW experiment.
The amount of information gained, however, is
considerably more. Stochastic NMR acquires a
large amount of information with a small
amount of spectrometer time and experimental
difficulty.

The stochastic raw data can be stored at low
digital resolution (52, 57, 58), because the signal-
to-noise ratio of the final spectra is determined to
a large degree by systematic noise as a result of
the finite amount of raw data. The discretization
noise of the raw data is considerably reduced by
the formation of averages (cf. eqns. 8) when cal-
culating the spectra.

B. Data Evaluation

The simplicity of the stochastic NMR experi-
ment is contrasted by more sophisticated data
treatment. Once, however, the appropriate soft-
ware has been designed, the experimenter will
only have to ask for the conventional first-order
spectrum, and after inspection possibly request
higher spectral resolution or additional informa-
tion on indirect coupling, chemical exchange,
cross-relaxation, or relaxation times of selected
multiplets. The answers to all these questions
can, at least in principle, be obtained from a sin-
gle set of experimental raw data.

The information is derived from the evalua-
tion of multi-dimensional spectra (19, 53, 56), in
particular the 1D and 3D spectrum. Ordinarily
they are computed in the frequency domain
according to eqns. 8a and 8c: the experimental
record of data is sliced into sample records of
equal length. All sample records are Fourier
transformed. The resulting sample spectra are
multiplied and averaged. Depending on the
length of the sample records, spectra with differ-
ent frequency resolution are obtained. The four
1D spectra in Figure 10 (57) have been com-
puted with different resolution from the same
31800 input and output data pairs. Careful
inspection shows that the noise level does not
depend on the spectral resolution. It is primarily
a function of the total number of data.
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Figure 10. 1D magnitude spectra of acetylace-
tone and ethanol in acetone-d,. All spectra have
been computed from the same 31800 data pairs
but the length of the sample records varied from
256 to 512, 1024 and 2048 data, resulting in
different spectral resolution Av, The magnetiza-
tion was scaled to less than 6 bits digital resolu-
tion.

The coupling information is gathered from
the sub-diagonal 2D cross-section through the 3D
spectrum. It is calculated for a series of fre-
quency windows which are selected for the lines
of interest in the 1D spectrum. Figure 11 gives
an example. The data were measured with
four-level excitation on a modified Varian XL200
spectrometer (57, 58) and evaluated on an IBM
3032 computer. The spectra have been computed
from 10¢ data pairs which have been stored in 1
megabyte on disk. Each byte reserved 6 bits for
the magnetization and 2 bits for the excitation.
The data acquisition time was 25 minutes. The
1D spectrum was computed in 3 minutes; each of
the 128X128 point 2D spectra was computed in 7
minutes. The 2D spectra have been phase
adjusted in direction v, with phase angles deter-
mined from the linear spectrum. They were then
smoothed with a digital fiter and symmetrized
with respect to the diagonal (119) in order to
reduce systematic noise and cross-talk from the
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Figure 11. Spectra of acetylacetone and ethanol
in methonol-d, which have been computed from
10¢ excitation and response data pairs. Top:
first-order 1D magnitude spectrum. The water
resonance has been folded to 420 Hz. Middle and
bottom: sub-diagonal 2D cross-sections through
the symmetric 3D spectrum for the ethanol and
acetylacetone multiplets. Negative peaks are
marked in black. The top and middle spectra are
cited with permission from ref. (58).

1D spectrum. It should be noted that a 2D FT
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experiment with comparable spectral resolution
would require 60 minutes acquisition time and
four times as much data storage volume. This
difference is a consequence of the higher digital
resolution and of the rigid pulse timing schemes
in-2D FT NMR. These pulse schemes demand
acquisition of a minimum number of data
regardless of the signal intensity.

The different steps in the evaluation of the
nonlinear response are summarized as follows:

1) Determination of the frequency windows of
interest from the first-order spectrum.

2) Computation of the sub-diagonal 2D cross-sec-
tion through the symmetric third-order spectrum
at the coordinates of interest. High frequency
resolution is necessary, so that application of a
noise filter does not lead to intolerable line broa-
dening.

3) Phase correction in direction v , Wwith phase
values determined from the 1D spectrum.

4) Filtering of systematic noise.

5) Symmetrization of the cross-section with
respect to the diagonal, possibly followed by
additional filtering.

6) Two-color contour plot of the 2D cross-section
for the discrimination of positive and negative
peaks.

Indirectly coupled signals are identified by
rectangular groups of cross-peaks with symme-
trically alternating signs of the peak amplitudes.
Chemical exchange and cross-relaxation lead to
either positive or negative cross-peaks only. In
the presence of indirect coupling the peak ampli-
tudes of all effects are superimposed. To sepa-
rate coupling from exchange or cross-relaxation
peaks, the symmetric 3D spectrum must be
decomposed into its asymmetric constituents by
inverse Fourier transformation (56). Then the
magnetization transfer cross-sections
H,(v,,»,»,) and H,(-v,,v,,»,) must be iso-
lated and the average formed of a cross-peak
multiplet in the sum of these two spectra. The
result is different from zero if chemical exchange
or cross-relaxation are present.

The decomposition of a symmetric 3D spec-
trum still needs to be confirmed with experimen-
tal data. The same applies to the existence of
cross-relaxation peaks and the determination of
relaxation times. The latter can be derived from
a least-squares fit of selected theoretical 1D
cross-sections through a 3D resonance to experi-
mental cross-sections, provided the excitation
amplitude ¢ is known (53). It remains to be seen
how accurate the method proves to be. Further-
more, it still needs to be investigated how far
conformational information can be derived from
stochastic cross-relaxation peaks, because they
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correspond to an integral of mixing times in 2D
FT NMR. A stochastic 2D cross-relaxation spec-
trum for a fixed mixing time can be derived from
the raw data only by explicit cross-correlation in
the time domain.

Stochastic zero and double quantum spectra
are not believed to yield new information other
than multiple quantum relaxation times. They
essentially separate the regressive and progres-
sive cross-peaks into different spectra. The same
connectivity information is available from. the
phase of the cross-peaks in the symmetric 3D
spectrum.

The simplicity of the experiment together
with an appropriate software support for data
evaluation designate stochastic NMR as a suit-
able candidate for highly automated nuclear
magnetic resonance. The fundamental difference
to other NMR methods is that stochastic NMR
measures information nonselectively, while with
tailored excitation schemes inforrnation is meas-
ured selectively. Stochastic excitation may be
regarded as the sum of all tailored excitation
sequences. Consequently spectrometer time is
saved in stochastic NMR at the expense of com-
puter time. '

VI. DEVELOPMENTS IN STOCHASTIC
RESONANCE

A. Time Resolved CIDNP Spectroscopy

In a chemically mduced dynamic nuclear
polarization (CIDNP) experiment two input sig-
nals are transformed into one output signal in a
nonlinear fashion. Input 1 stimulates a chemical
reaction. It is usually light, which is modulated
in amplitude. Input 2 is a rf signal, which is
modulated in amplitude, phase or frequency. The
chemical stimulus creates a nuclear non-equili-
brium state, which is interrogated by the rf
input.

A particularly simple situation is created in a
double pulse experiment. The first pulse is the
chemical stimulus and the second is a rf pulse,
which probes the progress of the stimulated
reaction (120). This scheme has become the
basis for fast submicrosecond time resolved flash
photolysis (121). The time resolution of the
double pulse experiment is limited by the length
of the interrogating rf pulse, which itself is bound
by the input power.

Random modulation of both input SJgnals
preserves the broadband character but drasti-
cally reduces the power requirements. In a theo-
retical study (122) it has been shown that the
double pulse information can be obtained from
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the second-order triangular cross-kernel in an
experiment with two independent random binary
inputs: amplitude modulated light and phase
modulated rf. In multiple input nonlinear system
analysis (69, 79) the cross-kernels relate to dif-
ferent inputs, while the auto-kernels relate to
only one of the inputs.

The second-order cross-kernel for the CIDNP
experiment is favorably retrieved by analog on-
line cross-correlation for fast processes. In this
way rapid sampling rates are avoided. The ker-
nel transforms into a stack of pure CIDNP spec-
tra. Each individual spectrum reflects a momen-
tary state of the stimulated chemical reaction, so
-that the complete stack of spectra reveals the
evolution of the reaction. It can be expected that
this concept will also find application for the
investigation of other time-dependent processes,
such as dielectric and mechanic relaxation of lig-
" uid crystals or polymers.

B. NMR Imaging

The NMR imaging experiment (123) aims at
the measurement of the spin density distribution
as a function of space coordinates. For enhance-
ment of image contrast in living tissues, the
retrieved spin density should be weighted with a
function of transverse and longitudinal relaxation
times T, and T,. To achieve spacial resolution it
is necessary to apply time-dependent magnetic
field gradients across the sample. Thus there are
four variables in an imaging experiment:

1) the shape of the radiofrequency input signals
and

2-4) the modulation of x, y, and z gradients.
Consequently the imaging system is either a four
input time-invariant system or a one input time-
dependent system where the time dependence is
imposed by the field gradients.

Stochastic excitation in NMR imaging has
three advantages over conventional methods
with sparsely pulsed rf input:

1) The excitation power is reduced by several
orders of magnitude.

2) Since no deterministic pulse cycle exists, every
additionally acquired data point increases the
quality of the entire image. ,

3) For slowly moving objects, reconstruction of
the image can be restricted to those data, during
the acquisition of which the object was in
approximately the same state.

When treating the imaging system as a lin-
ear time dependent system the spin density dis-
tribution can be retrieved under certain condi-
tions by cross-correlation of the transverse
magnetization with the product of the rf

[N

excitation and functions of the field gradients. A
particular three-dimensional imaging scheme
with stochastic rf input and random field gradi-
ent modulation has recently been proposed (18,
124). T, contrast is varied in the image by
selection of different time delays in the cross-
correlation and T, contrast is achieved by proper
selection of the rf excitation level during the
experiment.

C. Stochastic ENDOR

In edectron nuclear double resonance
(ENDOR) spectroscopy (125), the eectron spin
resonance (ESR) is observed as a function of the
NMR frequency. Due to the presence of radicals,
the nuclear resonances may cover spectral
widths of the order of MHz. Long nuclear relax-
ation times often impede rapid repetition of
experiments. It has been shown (126, 127) that
instead of a linear sweep, pulsed excitation at
pseudo randomly selected nuclear frequencies
circumvents the relaxation time problem and
leads to increased measurement efficiency.

The ESR response is acquired as a function
of the excitation frequency and accumulated for
reoccuring frequencies. The frequency coordi-
nates are selected in a way to insure that the
average excitation history is the same for all
frequencies. If the excitation amplitude is kept
constant, then the response is proportional to the
NMR spectrum plus a frequency independent
term which involves the nuclear relaxation
times.

D. Qutlook

The primary accomplishments of stochastic
NMR so far are, that development of the techni-
que has significantly contributed to the under-
standing of stochastic differential equations and
the perturbative noise analysis of nonlinear sys-
tems. These resuits are a consequence of the
close connection between theory and experiment.
The experience gained is expected to fertilize
methodical research in other areas of science. In
the past, for instance, the progress in nonlinear
optics has benefitted significantly from methodi-
cal developments in NMR (128-133). The simi-
larity of NMR and nonlinear optics is put into
evidence, for instance, by the formal agreement
of the nonlinear susceptibilities. The interpreta-
tion of the generation of multi-dimensional ker-
nels in terms of multiple pseudopulse sequences
has helped to develop new methods in time
resolved spectroscopy and NMR imaging.

Stochastic excitation is distinguished from
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continuous wave and sparsely pulsed excitation
by low input power in connection with large
bandwidth. This important property cannot be
exploited in high resolution NMR in liquids,
because here, excitation power is not a restrict-
ing factor. The situation is different in fast time
resolved spectroscopy, imaging and wideline
NMR in solids. The required large spectral band-
widths, however, need fast modulation rates and
receiver deadtime is expected to demand careful
attention.

The unique attributes of stochastic NMR are
1) that no minimum time for a data acquisition
cycle exists, so that, at the expense of signal-to-
noise ratio, strong samples can be investigated
faster with stochastic NMR than with pulsed FT
NMR. 2) Stochastic excitation extensively tests
the sample and measures a maximum amount of
information in a single experiment. This feature
will be of particular interest for the investigation
of short-lived samples and samples with little a
priori information. 3) An experiment with sto-
chastic excitation is particularly simple to per-
form and the data processing is rather complex.

The last feature is likely to stimulate appli-
cation and development of new data processing
schemes. In particular, the various methods of
time series analysis (134) known in geophysics
have not been exploited yet. With regard to the
slicing of the experimental raw data into sample
records for the computation of the spectrum, it
can be expected that spectral estimation (135) of
the sample records by means of the maximum
entropy method (MEM) (136) instead of an ordi-
nary Fourier transformation will lead to
increased resolution with shorter records. MEM
extrapolates the length of a given record such
that its entropy is maximized (137). Application
of such techniques should balance some of the
signal loss induced by grouping functionally
related response data points into independently
used sample records.

Other stochastic stimuli such as multi-level
constant amplitude random phase signals
deserve investigation with regard to excitation
and saturation properties. The results will be of
interest to the understanding of strongly driven
atomic transitions in LASER noise fields (138).

So far stochastic NMR has only been applied
to the measurement of **F (14) and protons.
Single phase detection has been used throughout.
Applications to !3C, heteronuclear systems and
‘solids have not been reported yet. Further prac-
tical experience is needed to determine how far
stochastic NMR will turn out to be a competitor
to presently established NMR methods.
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ANALYSIS 'OF CHAIN MICROSTRUCTURE BY *H AND **C NMR
SPECTROSCOPY

Yury E. Shapiro

I. INTRODUCTION

The aim of this review is to cover the contri-
bution of high resolution NMR spectroscopy to
the study of polymer microstructure, particularly
after the years 1974-5, thus continuing the
series of previous reviews (1-6).

The impact of stereospecific catalysts on the
polymer world has created new demands for
methods of studying the stereochemical configu-
ration of polymer chains. NMR spectroscopy has
become a very important method in this field
through its ability to discriminate between dif-
ferent structures in a quantitative manner. The
study of polymer configuration inveives consid-

eration of the polymer chain as sequences of iso-, '

hetero- and syndiotactic monomer plasements,
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i.e., as triads. Use of superconducting magnets
and *3C NMR allows one to obtain information
about the content of tetrads, pentads and higher
order sequences.

The analysis of triads and tetrads has been
found to be very useful in the general interpreta-
tion of polymer structural problems. More spe-
cific information is forthcoming which may be
used in a special way, e.g., in correlations with
statistical polymerization theory.

A. Microstructure of Macromolecules
1. Vinyl Polymers

Vinyl monomers C(A)B=CH, (where A and
B are H or a substituent) have various

27



possibilities of joining into polymer chains: con-
figurations "head-to-tail, 1, "head-to-head” and
"tail-to-tail", 2; ‘

A HAHANH A HHAAMH

LA AR

IR RE BRI

8 8B H BH B HHB BH
1 2

formation of branching points, 3, and joining, 4,
of chains is also possible.

' AHAH
A“C"” N
=t ~(-e—=c-
AT Ay o | 5

—C-C—C=C—~ H~C—H

5| 5o A-¢-s
Ly
H=C—H IR

! B HB H
3 4

Even stereoregular polymers are not always
of very high stereochemical purity, and most
polymers are composed of isotactic, 5, syndiotac-
tic, 6, and heterotactic, 7, sequences or may be
regarded as copolymers of such units (1).

AHAHAHAH
5 I T T I I e
L
BHDBHBHDBH
A HBHAHUBH
6 | TV S T |
STl
B HAHBHAH
A HAHBHGBHAM
7 N T Y T T T I |
LR VA
BHBHAHAMHKBH

NMR spectroscopy has clarified these structures.

Asymmetric centers in these chains are
actually pseudoasymmetrical (2) and such poly-
mers have no optical activity.

2. Diene Polymers

The diene forms 1,4-(cis or trans), 8, and
1,2- configurations, 9, by polymerization.

H H H CH-~
N / N Pk
/C = C\ C= C\
7
—H,C CH;- —H,C H
cis-8 trans-8

1,4-polybutadiene
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- syndiotactic sequences

1,2-structures have been discovered in iso- or

H H i
) A . H CH
—HC—C—CH ¢ —n,c-t;:-cnz—'—
T
2 CH,
iso-9 - syndio-9

1,2-polybutadiene
3. Vinyl and Diene Copolymers

The different monomer units A and B form
the following sequences in copolymer chains:

Dyads AA ABor BA BB

SO 5 S - -
Coty o %y
Triads AAA AAB or BAA BAB
nmeee 9. 99

mr $.9

[

K S
|‘Il6
s

An additional 10 triads formed by replace-
ment of designations o and ® are also possible.

All of these and higher order sequences can
be discriminated by NMR (4-6).

B. Conformational Statistics and
Mechanism of Chain Growth

1. Homopolymerization

The possibility of determining vinyl polymer
chain configuration by high resolution NMR is
based on the sensitivity of this method to mag-
netically nonequivalent nuclei in different
sequences. Table 1 presents the designations of
dyads and triads.

The quantities m, r, i, h and s as obtained
from NMR spectra are usually normalized
according to the equations (2) m + r = 1 and
i+h+s=1.

The values of i, h and s have been coupled
with various considerations of polymerization
theories. Perhaps the simplest of these, according
to Bovey and Tiers (1), is the most generally
applicable and involves the parameter P, the
probability that a polymer chain will add a
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Table 1.

Designation

Projection

Bernoullian

Probability
Dyad meso, m ’$‘*‘$ Pm
racemic, r H 1 - Py
Triad isotactic, i, mm Jiﬂ‘$—+:i Pr?
heterotactic, h, mr J*‘*lg‘*jt Pp(1 = Pp)
syndiotactic, s, rr ’i’“iﬁ""jt O =Py
Tetrad mmm :if*3L+—$”*:i P’
o
mmr :i'“ﬂ“*—$—*j§ P2 (1 = Pp)
O
rmr A Pp(l = Pp)2
O
mrm t Pp? (1 = Pp)
rem 8 ?ég Pl = Pp) 2
rer é_._?_._!)_,.g_ (1 - P>
Pentad mmmm (isotactic) 51411——$—+—§L»~§L- P
mmmr i—'—?—*—?—'—?—b—t— Pp? (1 = Py)
Famr o P2 (1 = Pp) 2
mmrm ?. ?. ? . 37' 5 Pn (1 = Pp)
rmrm (heterotactic) S- ?, ? N é;ffé Pp? (1 = Pp) 2
rmrr é' -9 - ? Pyl = P
mrrm 2.2 4 7 ? Pp2 (1 = Pp)?
rrrm ?ﬁ é: ? . é 54_ Pp(1 ~ P2
rrrr (syndiotactic) ‘gJ 6 ?1 541 ? - Pm)4
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monomer unit to give the same configuration as
that of the last unit at its growing end. In this
case the chain growth process follows Bernoul-
lian statistics (Table 1).

_ Theoretical graphs of normalized i, h and s
against P, have been constructed and it has
been found that methyl methacrylate free-radical
polymers give Bernoullian statistical propagation
whereas anionic polymers show a different

behavior, which may be called non-Bernoullian

08 ' mm 4
0.6 5 mr j
504 | 3 ]
2
o o2 L 6A
A \’
°

I} 'l i X

02 04 06 08 P,

Figure 1. Relationship between i, s, h -triad pos-
sibilities and P . Points on the left of Py, = 0.5
are for methyl methacrylate free-radical poly-
mers; points on the right are for anionic poly-
mers (4).

propagation (Figure 1).

The first-order Markovian sequence is
formed by chain growth, with the stereochemis-
try of chain-growth end effects influencing con-
necting monomer units. We have now four con-
ditional probabilities Py Prms P/ | .
which describe the connection process (P 1s
the probability of monomer unit connection in the
m-configuration to the chain end with r-configu-
ration). They are

Prr = (mr)/[2(mm) + (mr)] = (1-Pp)l (1)

Py = mo/[20r) + (mn)] EPyl (@

30

Pm/m =1~ Pm/r (3)
PI‘/I' =1~ Pr/m (4)

Thus Markovian first-order statistics is con-
trolled by two independent parameters P, /. and
Prim (D '

The average sequence lengths may be calcu-
lated from the following equations (1-3, 7):

<> = (@ + Pyl 6
<n,> = [(m)(Pm/r) + Pt (6)

The Markovian second-order statistics have
four independent probabilities. It takes into con-
sideration ‘the influence of the second unit from
the chain end (7).

Non-Markovian processes are possible too.
One of them is the Coleman-Fox process (8, 9),
which explains block configuration by chain
growth. According to this model the block config-
urations come into being by formation of chain
end and anti-ion chelate complexes with its sub-
sequent destruction. '

2. Copolymerization

Assuming that the statistical copolymeriza-
tion: of monomers A and B is controlled by the
Markovian first-order statistics, it holds for the
low conversion limit (10):

Paop = (1 + rAlAVE] *;
Pg/a = 1+ I‘B[B]/[A])'1 ¢))

rp and rg represent copolymerization reactivity
ratio parameters and [A] and [B] represent mole
fractions of monomers in the initial system.

The way in which the copolymer is synthes-
ized markedly affects the copolymerization reac-
tivity ratios rp and rg and the coisotacticity
parameter Py, from the Bernoullian model (11).
Plate and coworkers (12, 13) use only Markovian
first-order statisitics and introduce the two
parameters of coisotacticity P /g and Pg/a.

I1. ANALYSIS OF CHAIN
MICROSTRUCTURE BY * H NMR
SPECTROSCOPY

A. Assignment of NMR Signals in Accor-
dance with the Dyad or Triad Theory

Two types of assignments may be distin-
guished: those which follow purely from NMR
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spectra and those which are taken from non-
NMR evidence. Although the interpretation of
some polymer spectra is now relatively easy, in
other cases serious complexities remain. Spin-
spin decoupling has been used to simplify poly-
mer spectra by eliminating the effect of spin
coupling. Double irradiation becomes increasing
difficult as the chemical shifts of the two coupled
protons come closer together, as for example in
polypropylene.

Another method of NMR spectral simplifica-
tion is to replace particular protons with other
atoms that do not give an observable signal. One
way of doing this is by deuteration, although
substitution by halogen might also be considered.
In this way, not only the signal of the substituted
group removed from the spectrum, but also the
spin-coupling effect of the substituted group is
very much reduced. The interpretation of spectra
of deuterated. materials usually follows more
readily than it does for decoupled spectra, and
the assignments could be made with greater cer-
tainty.

Model compound of polymers have been used
extensively in NMR spectroscopy in two main
ways. Firstly, to correlate chemical shifts found
in polymers with those of well-defined small
molecules in order to identify the presence of
particular groupings. Secondly, the use of more
sophisticated model compounds such as isomers
of the 2,4-disubstituted pentane type as models
of different configurations in the correlation of
splitting patterns observed in polymer spectra.
The study of the second type has been extended
to the 2,4,6-trisubstituted heptanes, and consid-
erable insight into polymer conformational stud-
ies has been gained (14, 15).

1. Homopolymers

One classical example of polymer micros-
tructure investigation is NMR analysis of
poly(methyl methacrylate) (PMMA) samples
(-4, 7, 16, 17). Bovey found that in CDCI3
solution three a-methyl peaks appeared at 0.91,
1.05 and 1.22 ppm. They were due to syndio-,
hetero-, and isotactic forms, respectively. Also,
the isotactic methylene signal was an AB-quartet
(J = -14.9 Hz), whereas the syndiotactic one
was a singlet (Figure 2). The observation of an
AB quartet methylene signal is an absolute
determination of the presence of isotactic struc-
tures and is independent of any other type of
evidence. The stereoregularity of anionic pro-
duced polymers has been shown (7, 16) to be
dependent on the solvent. For a free-radical-initi-
ated polymer it has been claimed (1) that the
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J.
0 3,ppm

Figure 2. *H NMR spectra of PMMA solution in
o-dichlorobenzene, 160° C; (a) predominantly iso-
tactic polymer, (b) predominantly syndiotactic
polymer (4).

syndiotacticity was not solvent dependent, but its
temperature dependence was illustrated (16). It
was found that the P, value for free-radical
MMA polymerization was 0.13 at -78°C and
0.36 at 250° C. Highly syndiotactic crystallizable
samples of PMMA prepared by Ziegler catalysts
were discussed (16).

The new possibilities of conformational anal-
ysis of PMMA appear by the study of a model
compound and MMA oligomers (17). It was ana-
lyzed in relation to the stereospecific conforma-
tion, taking into account the structural end group
effects and the characteristics of the geminal
methylene proton signals.

In polymer stereocisomerism investigations,
serious difficulties can be found. The problems
arise from the necessity of summary spectra
separating subspectra with many components.
Therefore the number of polymers for which the
microtacticity may be determined from.!H NMR
spectra is now restricted (4). Recently increasing
success has been achieved by use of partially
deuterated monomers (18).

The use of computer calculations for investi-
gation of polymers is indispensable. First work in
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this way has been performed for analysis of
poly(vinyl chloride) (PVC) *H spectrum (2). The
spectrum of PVC methylene protons is the
superposition of six mmm, mmr, rmr, mrm, rrm
and rrr tetrad subspectra. Each of these. sub-
spectra is a complex spin-spin multiplet. There-
fore a 8-d,-PVC was synthesized for the stereoi-
somerism investigation (19). Figure 3 shows the
tetrad assignment in this polymer. The same
work was done for methine proton pentade shifts

H
D
B
F
A Cle
1 L
2.5 - 2.0
S,ppm

Figure 3. 100 MHz 'H NMR spectrum of
poly(a-cisB-d,-vinyl chloride) in CDCl,. A, E -
rmr; B - mmr + mmm; C - mmm; D - mmr; F,
H-mrr; G - mrm + rrr (19).

of B8 -d, -PVC (Figure 4).
Zymonas and Harwood (21) interpreted the
*H NMR spectra of iso-syndio- and heterotactic

32

1,2-polybutadienes. The methylene proton reso-
nances can provide information about the meso
dyad. The chemical shifts of methylene type
vinyl protons in iso and syndio forms differ by
0.14 ppm, indicating that the resonance of such
protons can provide information about the rela-
tive amounts of i, h, s-triads. Chemical shifts and
coupling constants were estimated to obtain an
approximate fit of calculated lines to each spec-
trum with the aid of the iterative program
LAOCOON 3.

2. Copolymers

The methyl methacrylate-styrene and methyl
methacrylate (MMA)-methacrylic acid (MAA)
copolymers are the most investigated systems.
Such copolymers have been mentioned in an ear-
lier paper (1), where the effects of styrene blocks
cleaving the aromatic signal and the random
styrene units dividing the methoxyl resonance
were featured, but the a-methyl signal was not
resolved well enough for tacticity determination.
Radical copolymers have been the subject of fur-
ther detailed study (4), and the twelve triads
involving composition and configuration in rela-
tion to a central MMA unit have been divided
between the three methoxy resonances. The *H
NMR spectra of random and alternating copo-
lymers of styrene and methyl, ethyl, butyl and
octyl methacrylates were analyzed in (11). The
way in which the copolymerization mechanism
follows therefrom markedly affect the magnitude
of the parameter of coisotacticity P,;: for all
comonomer pairs under study, P, is higher
when an organometallic catalyst is used (alter-
nating) than in the case of a radical initiator
(statistical). . With increasing number of carbon
atoms in the n-alkyl alcohol residue, P
decreases to a limiting value.

The chemical shifts of the methoxyl and
a-methyl protons in the alternating MMA-styr-
ene copolymer are calculated by taking into
account the contributions of the diamagnetic
shielding and the magnetic anisotropy effect of
the benzene rings in styrene units (22, 23).
Three- and four-bond interaction parameters,
which are necessary for the calculation of con-
formational probabilities of dyad sequences in a
copolymer chain may be estimated from the
parameters determined for the homopolymers.

Klesper and Gronsky (24) investigated the
monomer distribution and microtacticity of the
MMA-MAA copolymers. By using model com-
pounds they offered the well-founded assignment
of twenty stereoisomeric triads to six components
of the a-methyl spectrum.

m
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Figure 4. 100 MHz *H{?*H} NMR spectrum of
poly® B-d, -vinyl chioride) in C,HCl, 1 - rrrr +
rrrm + mrrm; 2 - rrmm + mrmm; 3 - rrmr +
rmrm; 4 - mmmm; 5 - rmmm; 6 - rmmr (20).

The contribution of this investigation to
polymer chemistry consists in the fact that these
copolymers represent the best model for studying
the unit distribution change and tacticity by
copolymerization and chemical modification of
copolymers. The copolymer list may be extended
to the spectrally similar copolymers: phenylme-
thacrylate-MMA (25), benzilmethacrylate-MAA
and diphenyl methyl methacrylate-MAA (26),
and at the expense of the systems, which turn
into spectrally similar copolymers by analogous
polymer reactions (MMA-ethyl, isopropyl, tert-
butyl, benzil, a-methyl benzil, diphenyl,
1,1-diphenylethyl, «-dimethylbenzil, trityl,
1-naphtyl methacrylates) (27). The reactivities of
the monomers have been explained in terms of
the polar effect of the ester groups in radical and
anionic copolymerizations. Coisotactic parame-
ters have been determined by assuming the ter-
minal model statistics.

Usually only dyad and triad sequences in
polymer chains may be identified at frequencies
lower than 200 MHz. However in copolymers

Vol. 7, No. 1

with the polar monomer units, sometimes longer
sequences may be discovered. For example, the
pentads were found in the 100 MHz spectra of
the MMA-acrylonitrile copolymer solution in
DMSO-d, (28). Splitting of the MMA a-methyl
signal on MMA pentad components shows the
copolymers have block-sequences with the MMA
units having more than three components.

B. Expansion of * H NMR Spectroscopy
Capabilities by Use of Superconducting
Magnets. Assignment of Signals
by Tetrad and Higher Order Theories

Development of high frequency spectrome-
ters (220-600 MHz) with superconducting mag-
nets has been of principal importance in polymer
microstructure investigations. The major con-
temporary technical difficulty stems from the
fact that a high resolution NMR spectrum of a
macromolecule is generally a broad, featureless,
and uninformative envelop of many overlapping
lines of chemically related monomers and chain
sequences, even at the highest resolution availa-

ble (29).

1. Homopolymers

Figure 5 shows * H NMR spectra of the same
samples of PMMA that are shown in Figure 2

eree

8. ppm

Figure 5. 220 MHz *H NMR spectra of PMMA
solution in o-dichlorobenzene (4); (a) predomi-
nantly isotactic polymer, (b) predominantly syn-
diotactic polymer.

but at 220 MHz. The latent tetrad structure of
methylene signals at 60 MHz is obvious at 220
MHz (2, 4). The pentad signals, which lead to
the asymmetry of a-methyl signals at 220 MHz,
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are distinguished beautifully at 300 MHz (Figure
6) (30). The fine hexad structure of CH, -signals
is visible as well at this frequency.

Spectroscopy at 220 MHz is effective in the
study of the ionic polymerization mechanism (31,
32). The polymers of 1,2-butylene oxide and
a-methylstyrene prepared under anionic poly-
merization have the Markovian first-order chain
growth mechanism. The cationic poly(1,2- butyl-
ene oxide) and poly{x-methyl styrene) prepared
at temperatures above -25° C follow Bernoullian
statistics with P, =0.26. The information was
obtained from tetrad/pentad sequences (32).
Anionic and cationic poly{(p-isopropyl-
a-methylstyrene)’s have the opposite chain
growth mechanisms (33).

The longest sequences in polyolefins were
obtained from 300 MHz spectra of predomi-
nantly isotactic polystyrene. Flory (34) calcu-
lated the chemical shifts for methine and aro-
matic protons of the central >CHAr group in the
all-meso nonad m, and in the nonads rrm,
mrrm,, m,r,m,, m,r,m, containing a single
racemic triad. The magnetic shielding by phenyl
groups that were first and second neighbors
along the chain were computed according to their
distances and orientations relative to the given
proton in each conformation of the chain using
the ring current representation of the 7 electrons
or, alternatively, the magnetic anisotropy of the
phenyl group and the McConnell equation. The
resulting chemical shifts were averaged over all
conformations. The calculations for the methine
proton are in excellent agreement with the 300
MHz spectrum. Treatment of the chemical shifts
for the aromatic protons in ortho and meta posi-
tions is indecisive owing to the extraordinary
sensitivity of the shielding to torsional angles in
the chain backbone.

For the first time the conformation of a poly-
mer chain was determined in Bovey’s elegant
paper (35) with the aid of model spectral simula-
tion. Figure 7 shows the synthesis of the polyvi-
nyl chloride (PVC) methylene and methine 220
MHz spectra from the tetrad and pentad sub-
spectra. The PVC spectra give moreover much
structural information, for example, the chemical
shifts and spin-spin coupling constants. It was
ascertained that the m-dyads had the TG = GT
conformation in atactic PVC chain since their
vicinal spin-spin coupling constants were the
same as for the model meso-dimer. r-Dyads had
the TT conformation. Therefore the majority of
loops in PVC chain must occur in the mr link-up
of TGTT and GTTT forms and their mirror rep-
resentations.
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(m) TG = GT r) TT

Tanaka and Sato (36) studied the distribution
of cis- and trans-1,4 units in various kinds of
1,4-polybutadienes (PB) and -polyisoprenes
including cis-trans equibinary PB and UV-isom-
erized PB by use of * H NMR spectroscopy at 60,
100, 220, and 300 MHz. Poly(butadiene-2,3-d,)
was used for the peak assignment. The reso-
nance of methylene protons in cis-trans linkage
was described as an A,B, system. Figure 8a
shows the spectra of poly(butadiene-2,3-d,) pre-
pared by butyl lithium. The splitting of the signal
is identical with that of the methylene proton
signal decoupled from the methine proton in PB
as shown in Figure 8b. In Figure 8a the central
peak due to the cis-trans linkages in the 60 and
100 MHz spectra separates into two parts at
220 MHz and 300 MHz. This indicates the exis-
tence of two types of methylene protons in cis-
trans and trans-cis linkages. A computer simula-
tion was carried out as shown in Figure 8b and
the intensity ratio of the peaks was chosen so as
to follow Bernoullian statistics.

The same results were obtained for
poly(2,3-dimethyl-1,3-butadiene) (PDMB). The
220 MHz spectra of PDMB prepared by butyl
lithium in cyclohexane were compared to those of
free-radical PDMB (37). By aid of measurements
done on cis- and trans-1,4 PDMB prepared by
Ziegler catalysts, it was determined that both
polymers were Bernoullian with probabilities of
cis placement of 0.24 and 0.40, respectively. It
was shown that the anionic sample was largely
trans. Anionically prepared PB was predomi-
nantly trans too (36) and had as much as 23%
cyclic structures (38).

2. Copolymers

NMR spectroscopy at high frequencies
(220-600 MHz) allows one to determine the
monomer unit distribution as well as the micro-
tacticity of these units in copolymer chains.
Investigations of a number of copolymers indi-
cate that the copolymerization kinetics deviates
from the simple Mayo-Lewis scheme. In (39) 220
MHz *H NMR spectra of some free-radically
prepared MMA-chloroprene copolymers have
been recorded. The intensities of the a-methyl
signals are related to the relative proportions of
various MMA centered triads and pentads. Triad
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Figure 6. 300 MHz *H NMR spectra of erythro-methylene (a) and a-methyl (b) protons of PMMA solu-
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pentad subspectra (35). The top spectra are experimental (o-dichlorobenzene, 140" C).
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Figure 8. *H NMR spectra of poly(butadiene-
2,3-d,) obtained at 60, 100, 220, and 300 MHz
(a) and decoupled * H NMR spectra of isomerized
polybutadiene (b) in the methylene region
obtained at 100 and 300 MHz (36).

fractions indicate that the Mayo-Lewis scheme is
not strictly applicable to this system and is in
good agreement with those calculated from the
penultimate reactivity ratios r,, = 0.107, r,,
= 0.057, and r, = 6.7 where MMA is monomer
1. However, although a small penultimate group
effect is indicated, some deviation from the
Mayo-Lewis scheme may be due to the occurence
of anomalous head-to-head and tail-to-tail
MMA-chloroprene linkages. A similar analysis
has been described for acrylic monom-
er-2-substituted-1,3-diene and alternating (40,
41) and conventional butadiene-d,-acrylonitrile
(42) copolymers. Alternating copolymers were
prepared under Et Al Cl,/VOCl, or ZnCl,
catalysts. The random copolymers are 'in good
agreement with the Markovian first-order statis-
tics. The reactivity ratios arer,, = 0.18, r, =
0.62 andr,, = 0.26,r, = 0.63 (where MMA is
monomer 1) for MMA-butadiene and MMA-iso-
prene, respectively (40, 41).

Constant composition copolymers of MMA or
methacrylonitrile and vinylidene chloride pro-
duced by radical copolymerization were studied
by *H NMR at 60, 250 (43) and 220 MHz (44).
The monomer dyad/triad sequences and some of
the tetrad/pentad sequences were obtained from
spectra (Figure 9). In (43) a new graphical
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method of reactivity ratio calculations is pro-
posed, based on the use of specific values of the
triad distribution functions and the Coleman-Fox
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Figure 9. 250 MHz 'H spectra of the a-methyl
proton region of copolymer MMA and vinylidene
chloride. [MMA] = 29% (a) and 81% (b). Pentad
decomposition is attributed (43).

model. It is possible to detect a penultimate
effect for the vinylidene chloride-rich region. In
the same region, a change in tacticity of the
triads on the MMA sequences, as compared with
homopolymers, is observed; it is suggested that
the anomaly is caused by the competition of the
depropagation reaction. It can by shown that the
bulk copolymerization kinetics deviates from the
Mayo-Lewis scheme (Figure 10). Small differ-
ences were found between the bulk and solution
copolymerization (44) since the bulk process was
heterogeneous. This could indicate that solvation
effects were important.

When assigning sequences in NMR spectra of
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vinyl polymers, it is usually assumed that near-
est-neighbor monomer units possess a larger
influence on the chemical shifts of the central
unit than on monomer units further removed.
Strasilla and Klesper (26, 45) studied the proton-
OCH, resonances of MMA-methacrylic acid
(MAA) and MMA-diphenylmethyl-methacrylate
copolymers. In fact, the differentiation of nearest
neighbors appears to vanish in the present case,
and within the limits of detection, only the units
removed were responsible for resolving the

-OCH, resonance of the MMA units into triad -

peaks. The detection of such an effect by inten-
sity measurement is possibie only with non-Ber-
noullian copolymers, particularly with copolym-
ers possessing a strong tendency toward
alternation. In copolymers with alternating
character, the statistics of sequences composed of
nearest neighbors differs much from the statis-
tics of sequences composed of next to nearest
neighbors than in the case of copolymers of
block-like character, e.g. in styrene-MMA copo-
lymers (45a). An assignment of such "next to
nearest neighbor" triads appears possible if it is
assumed that the syndiotactic chain is in an all-
‘trans conformation.

C. Pelymer Chain Microstructure Influence
on Segmental Mobility

The relationship between microstructure and
segmental mobility of polymer chain may be bet-
ter studied with the aid of proton spin-lattice
relaxation times than with **C T, measure-
ments. However, this is not correct since proton
and carbon-13 T, values are the complement of
one another and are not always identical.
Accounts of nuclear magnetic relaxation and the
theories of polymer chain motions can be found
in a number of reviews. The last among them is
(46).

Spevacek and Schneider (47) showed with
the aid of a T, *H study that PMMA formed
stereocompexes in CCl;, CD,CN, toluene and
benzene solution. The smallest syndiotactic
sequence length in complexes is 8 (in benzene
solution) or 3 (CCl,, CD,CN solution) monomer
blocks. The relationship between iso- and synd-
iosequences in a stereocomplex is 1:1.5. The
stereocomplexes between iso- and syndiotactic
PMMA have been formed by means of exchange
interaction between the ester groups. In dilute
solutions of s-PMMA a considerable portion
(76%) of polymer segments are intramolecularly
associated. The motion of associated segments
appears as isotropic with an effective correlation
frequency of 10¢-10" Haz.
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Figure 10. Measured tetrad distributions in bulk
prepared MAA-vinylidene chloride copolymers
compared with distributions calculated from r,
= 040andr, = 2.5 (solid lines) (44).

Hatada and coworkers (48) have shown that
the tacticities of poly(alkyl methacrylates) can be
worked out in detail by using the large difference
in spin-lattice relaxation times of protons in a-Me
and ester groups to eliminate the ester group
resonance overlap with the a-Me signal which
normally obscures splittings due to tacticity.
Data were given for several C,-C,-alkyl metha-
crylate homopolymers. In other work (49)
Hatada demonstrated that T, values for isotactic
sequences were longer than for syndiotactic.
Table 2 shows the correlation times for Me and
«-Me groups which were calculated from *H and
13C T, -values for iso- and syndiotactic PMMA.

With the aid of proton spin-lattice relaxation
measurements at 100 and 250 MHz, the seg-
mental motion of poly(4-vinyl-pyridinium brom-
ide) in methanol was studied (50). The necessary
geometrical parameters were received from the
conformational calculation of hexads rrmrr
assuming two models with and without Br™ ion
near pyridinium. For these two models of the
charge distribution, the potential barriers of the -
rm triad mobility have been calculated. The best
agreement between experimental data and
temperature curves of T, was achieved by
AHRT = 6 kcal/mol, (Tg), = 10°** s for the
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Table 2. H and 13C Correlation Times for lso- and
Syndiotactic PMMA (7 _X102* s) (57).

i s
Group
1H 13g 1 H ’ 13c
a-CH, 3.7 A 7.7 7.1
CH, 8.8 4 16 22

-aliphatic chain and AH ¥=2 keal/mol, (r,,), =
1.4X10 = ** s for pyridinium ion. In the temper-
ature range of 250-350 K the vibrational ampli-

tude of the chain increases from 40° to 85°.

HI. INVESTIGATION OF CHAIN
MICROSTRUCTURE BY **C NMR
SPECTROSCOPY

A. Advantage of ** C NMR compared with
} H NMR in Microstructure Analysis

Since the advent of commercial pulsed Four-
ier transform !*C NMR instrumentation, great
advances have been made in the elucidation of
polymer microstructure (51, 52). Firstly, the
twenty-fold increase in chemical shift range over
*H NMR allows much better resolution of small
structural differences. Secondly, the relaxation
times of *3C nuclei in CHn groups (n > 0) are
dominated by dipolar interaction with the
attached protons. Since the C-H bond length
remains constant from one polymer to another,
13C relaxation times are a reliable probe of
molecular mobility.

Figure 11a, the proton NMR spectrum for an
isoprene-acrylonitrile copolymer, shows charac-
teristic broad peaks and yields little structural
information. Figure 11b, the proton decoupled
13C NMR spectrum for the same sample, gives
sharp peaks for each type of carbon atom, and is
used with the coupled spectrum to assign the
peaks (53). The peaks corresponding to CN-car-
bon atoms are still not singlets in the decoupled
spectrum. This is because of the microstructure
effect which may be observed for other carbon
atoms. Table 3 presents the structure composi-
tion of poly(isoprene-acrylonitrile)’s (54).

* Matsuzaki’s poly(2-vinylpyridine) investiga-
tion (55) may be cited as another example of the
advantage of ! *C NMR. The * H NMR spectrum
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of the poly(2-vinylpyridinef 8-d,) in D,SO,
(Figure 12a) shows three peaks of methine pro-
tons, which are assigned to i, s and h triads.
Since the absorption peaks of hetero- and syndi-
otactic triads of methine protons overlap those of
methylene protons in nondeuterated polymers,
only isotactic triad intensities can be obtained
from *H NMR spectra of poly(2-vinylpyridine).
The * 2 C signals (Figure 12b) split into a number
of peaks. This splitting may be due to pentad
tacticity. The results (Table 4) show that
poly(2-vinylpyridine) obtained by radical poly-
merization (with AIBN as initiator) is an atactic
polymer with Bernoullian statistics. The pentad
tacticities of the isotactic polymer (prepared with
PhMgBr as initiator) were then calculated on the
basis of a first-order Markovian process.

Finally one must note that **C NMR spec-
troscopy allows one to obtain microstructure
information inaccessible by other means.

B. Nuclear Relaxation and the Nuclear
Overhauser Effect

Noise decoupling in *3*C NMR spectroscopy
aids assignment by collapsing multiplets to sin-
glets, and in addition selectively enhances the
signals through the nuclear Overhauser
enhancement (NOE). It has been found that the
intensities of carbons of similar hybridization and
number of attached protons are directly corre-
lated (46, 51). Carbons of different type are
usually correlated by a single empirical NOE
factor measured directly from the spectra (49,
56-59). It has been found (46, 53, 56, 59, 60)
that the NOE factor for the carbon-13 nucleus in
a main chain or near it is the same for a number
of polymers in solution. This is proven by the
agreement of the *H and *3C microstructural
data. Recently a number of authors makes use of
paramagnetic additions (nitroxil radicals (56), or
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Figure 11. *H NMR at 80 MHz and **C{*H} at
20 MH:z (b) spectra of isoprene-acrylonitrile
copolymer (A content is 38 mol %) dissolved in
CCl, and CDCl, (53).

acetylacetonate of Cr (60-62) and of Fe(IlIl) (63)
in order to decrease the NOE effect.

The influence of stereochemistry on relaxa-
tion has been investigated for a few polymers.
Isotactic PMMA is appreciably more mobile than
syndiotactic, the T, values being in the ratio
1:1.5 (see Table 2). Inoue et al. (64, 65, 66)
report a T, ~iso/T1°-syndio ratio of 2 for C D,
solutions at 80 C. For polystyrene and
poly(@-methylstyrene) (59, 65, 66) on the other
hand, the isotactic form is slightly less mobile.

Vol. 7, No. 1

Table 3. Structure Composition of
Poly (isoprene-acrylonitrile)'s (62) .

[A], mass%
Sequence 18 34
Al*-tail-to-tail 0.458 0.638
Al -head-to-head 0.125 0.190
b (1) 0.417 0.172
1Al 0.854 0.761
1AA 0.101 0.177
AAA 0.0L45 0.062
* |-isoprene, A-acrylonitrile
a
B-1
B-2
3 2 ppm

Figure 12. *H at 100 MHz (2) and **C{*H} at
25.1 MH:z (b) NMR spectra of
poly(2-vinylpyridine) observed in D,S0, at
60° C. (Samples B-1 and B-2 were prepared with
AIBN and PhMgBr as initiator) (55).
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Table L. Pentad Tacticity of
Poly (2-vinyipyridine) (63).

Pentad Composition
Observed Calculated
mmmm 0.04 0.05
mmmr 0.10 0.12
rmmr : 0.07 0.06
mmrm 0.16 0.12
mmrr 0.12%
rmrm 0.32 0.12*
mrrm 0.06%
rmry 0.11 0.14
rerm 0.16 0.1k
rrrr 0.04 0.07

* Total mmrr+rmrmmrrm: 0.30

The T, activation energies are independent of
configuration. Randall (67) and Asakura (67a)
have measured the '2C relaxation times of
numerous stereochemical sequences in the CH,,
CH, and CH, regions of an atactic polypropoly-
lene sample. The carbons from isotactic
sequences tended to exhibit the longest T, val-
ues, but the largest differences between iso- and
syndiotactic units was 32% for CH carbons (Fig-
ure 13). The activation energies for all T, val-
ues were independent of configuration, 'as for
polystyrene. The origin of the small stereochemi-
cal dependence of T, in polystyrene and polypro-
pylene is probably connected therefore with
slightly different values of the force constants
(46). '

Gronski et al. have studied the dependence of
*3C T, values on sequence distribution in styr-
ene-butadiene (68) and 1,4-1,2-butadiene (69,
70) copolymers. In the styrene-butadiene system,
the T, values for the para-phenyl carbon for two
samples with average block lengths of 1 and 6
are 0.56 and 0.33 s respectively in CHCI, at
53°C and 60 wt%. The comparable value for
polystyrene is 0.11 s. The factor of 3 increase
shown by the sample with <ng> = 6 is indica-
tive of segmental motions involving the coopera-
tion of perhaps three or four monomer units.
Similar effects are observed in the 1,4-1,2 buta-
diene copolymer. For example, the T, value for
the CH of a 1,2-butadiene unit is 0.80 s when its
neighbors are also 1,2-units, but 1.65 s when its
neighbors are cis-1,4-units.
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Figure 13. Arrhenius plot of syndiotactic (A and
isotactic (o) polypropylene methyl relaxation
(67).

It may be pointed out that the carbon
relaxation study acquired greater significance
than *H because of their simpler interpretation
and of a possibility of evaluating polymer seg-
mental mobility in solids (71).

C. Microstructure Analysis of Macromolec-
ules with the Aid of ** C NMR Spectroscopy

1. Polyolefins

13C NMR has proven to be an informative
technique for measuring stereochemical sequence
distributions in vinyl polymers. Chemical shift
sensitivities to tetrad, pentad and hexad place-
ments have been reported for **C NMR spectra
of branched polyethylenes, polypropylene (PP),
polyvinylchloride (PVC), polyvinylalcohol (PVA),
and polystyrene (PS).

Pulsed FT **C NMR studies clearly demon-
strated the presence of ethyl, butyl and longer
chain branches in low density polyethylene
(72-75). The concentrations of ethyl, n-butyl, and
longer chain branches were determined as 3-4,
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10-13, and 8-21 per 1000 carbon atoms accord-
ingly. The methyl carbon of the ethyl branch
was seen as three resonances. These were asso-
ciated with isolated butene units (11.2 ppm) and
adjacent butene-1 units as m and r dyads (10.8
and 10.4 ppm respectively). The same study was
made for PVC (73, 73a) (2-4 branches per 1000
carbons).

Randall (63, 67) made PP *3C resonance
assignments with the aid of T,’s and the model
compound study of Zambelli et al. (76) where
only nine resonances were observed. Figure 14
shows **C NMR spectra of PP with the peak
assignments.

Tonelli (77) demonstrated that the stereose-
quence-dependent *3*C ‘NMR chemical shifts
observed in hydrocarbon polymers can be under-
stood on the basis of the interaction between
carbons separated by three bonds.

A chemical inversion in PP chain was con-
sidered in papers (78-81). The sequence distri-
butions of inverted propylene units were attrib-
uted to Bernoullian (79) or in an opposite view,
to first-order Markovian (80) statistics. Isotactic

PP was prepared in the presence of organome- -

tallic cocatalysts bearing *°®C-enriched methyl
substituents (81). The enriched methyl carbon is
detected, in stereoregular placement, on the end
groups and never undergoes transformation to
methylene. Therefore it is unlikely that interme-
diates are involved in the polymerization mecha-
nism. In addition, since neither a chiral carbon
nor a spiralized chain participates in the two
addition steps, the steric control arises, unequi-
vocally, from the chirality of the catalytic center.

The effects of the tacticity on the *3C NMR
spectra of PVC were calculated and observed in
(82-84). Keller and coworkers showed in their
investigations that *2C NMR spectroscopy
allowed immediate determination of CCl, groups
in chlorinated polyethylene, PP (85), and PVC
(86). By combination with proton resonance
investigations the quantitative analysis of chlori-
nated polymers with respect to the constitution,
i.e., CH,, CHC}, and CCl, group content proved
possible. The constitution curves obtained deviate
slightly from those calculated for the chlorination
.of CH, groups by Bernoullian statistics. The
deviations can be sufficiently described by sub-
stitution statistics proposed by Frensdorff and
Ekiner (87) for parameters A = 0.6 for chlori-
nated polyethylene and 0.9 or 1.6 for PVC, and
are discussed with respect to the chlorination
model of Kolinski and coworkers (88).

By using the appropriate experimental con-
ditions (in DMSO solution) Wu (89) resolved the
methine carbon signal into a triplet of triplets in
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Figure 14. **C{*H} NMR spectra of methyl (a),
methine (b), and methylene (c) carbons in PP at
120° C (67).

PVA spectra at 67.9 MHz which was readily
assignable to pentad tacticity. Quantitative anal-
ysis of this spectra proved that stereoregularity
of radical-initiated polymerization of vinyl ace-
tate was almost atactic. The stereochemical
sequence distribution in the isopoly(vinyl alcohol)
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derived from cationic polymerization conforms to
first-order Markovian statistics. The conforma-
tional aspects of poly(vinyl acetate) have been
discussed in (90).

Randall (91) has made an assignment of sig-
nals in **C NMR spectra of amorphous polys-
tyrene (PS) with the aid of model compounds (92)
and Paul-Grant calculations of the chemical
shifts (71). It has been found that ring currents
of neighboring phenyls influenced the methylene

carbon chemical shifts. The stereochemical
sequence distribution in PS is in accord with -
Bernoullian statistics (92a). By using the induced
currents approach the increments for the chemi-
cal shift of a guarternary carbon due to diamag-
netic screening by the neighboring aromatic sub-
stituents for atactic (65, 93, 94) and regular
conformations (95) of the iso- and syndiofrag-
ments of PS, poly-2-vinylpyridine and

Table 5. Assignment of *3C NMR Signals of 1,4-PI (115).

Chemical Shift {(ppm from TMS)

Carbon trans-trans trans-cis cis-trans cis-cis
c(n _ 39.67 39.91 32.01 32.25
c(2) 134.38 134.55 134.68 134.85
C(W) 26.69 26.55 26.45 26.36

Table 6. Sequence Distributions of 1,4-P1 (115).
Fractions of Dyad Sequence
Sample trans-trans trans-cis cis-trans cis-cis
Chicle 66.1 0 0 33.9
Isomerized qutta 60.1 12.4 15.3 6.3
percha (61.5) % (16.9) % (16.9) L.7)
Isomerized cis- , 2h4.9 25.1 24.6 25.4
Pi (25.0) % (25.0) (25.0) {25.0)

% The values in parantheses are calculated from Bernoullian statistics.
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poly-4-vinylpyridine were calculated. The temp-
erature dependence of chemical shifts of the
triads of quarternary carbon of atactic
poly-2-vinylpyridine was studied from -20° to
50° C. On the basis of the theoretical and experi-
mental data, a model of an atactic chain was
presented for polymers with a different ampli-
tude of torsional oscillations for different struc-
tures in the absence of free rotation. Conclusions
concerning a conformational set of the irregular
chain of macromolecules were made: the isofrag-
ments were predominantly from the right-hand
and left-hand spirals of the 3, type; the syndiof-
ragments contained equal parts of trans-confor-
mation and spiral structures 2, (95).

2. Polydienes

Recently several papers were published con-
cerning the sequence distribution study in poly-
butadiene (36, 52, 96-105) (PB) and polyisoprene
(36, 106-109) (PI) by **C NMR spectroscopy.
The **C peak assignments were made with the
aid of model compound spectra (96-98) and of the
Grant-Paul additivity coefficient calculations.

Each of the olefinic-carbon signals of the
cis-1,4 and trans-1,4 units in PB were reported
(36, 99) to split into two peaks which were ten-
tatively assigned to the olefinic carbons of the
central monomer unit in the triad sequences of
cis-1,4 (C) and trans-1,4 (T) units (Figure 15).
The ultrasonic irradiation of the polymer solution
caused an enhancement of the resolution in *3C
NMR spectra as well as in the decoupled *H
spectrum (Figure 15¢). The observed dyad frac-
tions fitted well to the theoretical curves calcu-
lated by assuming Bernoullian statistics (Figure
16). It is in good agreement with those obtained
by *H NMR and IR measurements, The distri-
bution of cis and trans configurations in
1,4-poly(2,3-dimethyl-1,3-butadiene) follows Ber-
noullian statistics as well (100).

The **C NMR spectra of chickle PI and cis-
trans isomerized 1,4-PI’s were studied in the C,,
C,, and C, carbon* signals of the isomerized
PI's. The new signals were assigned to the car-
bon atoms in cis-trans linkages (Table 5). Table
6 shows the fractions of the dyad sequences. It
was found that the cis-1,4 and trans-1,4 units
were randomly distributed in the isomerized PIs,

Randall has shown (101) that the sequence
distribution of 1,2- and 1,4-units in hydrogenated

-PB’s conforms to the first-order Markovian

" £ C(DH, —C(2)C(5)H, =C(H—-C(4)H, ¥,
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Figure 15. 1>C{*H} NMR spectra of a mixture
of cis-1,4 and trans-1,4 PB’s (a), isomerized PB
(b) and (c) ultrasonic-irradiated product of (b)
(36). :
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Figure 16. The dyad distributions of cis-1,4 and
trans-1,4 units in isomerized PB’s (106).

statistics. It may be explained by the steric
dependence of a terminal 1,2-unit upon polymer-
ization. Similar results were obtained from *3C
NMR spectra of poly(2-phenyl-1,3-butadiene)
(102). The consideration of position distributions
of 1,2-units in the PB chain makes it possible to
assign 64 various triads (103, 103a). The triad
assignment of PB aliphatic carbons was made in
(104, 105, 105a).

Gronski and coworkers (107) and Beebe
(108) published the *3*C NMR microstructure
results of a binary PI with 3,4-cis-1,4 structural
units and of a ternary PI with 3,4 and cis/
trans-1,4 units. It has been shown that for all

signals, the best agreements between predicted

and experimental intensities is found for the
Markov model.

Coleman (110) has studied polychloroprene
at 67.91 MHz. The dyad and triad microstruc-
ture was characterized. The. back turning of
trans-1,4 and cis-1,4, and isomerized 1,2- and
3,4 units was determined.

13C NMR spectroscopic data obtained for
model compounds imitating regular and irregular
addition of monomer units in linear PI were
compared with the chemical shifts calculated
using the empirical regularities found for the
branched alkanes and alkenes and a good corre-
lation was established (109). The validity of the
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results obtained was confirmed by invéstigation

~of the carbon spectra of hydrogenated and deu-

terated PI's which contain chain fragments with
irregular addition of units. Samples of hydro-
genated PI's shown in Figure 17 give resonance
lines that correspond to the methylene carbons at

n— G— Sm—
——— —— —

|
|
|
l
|

40 30 20 10
8 ppm

Figure 17. Aliphatic part of the *3*C NMR spec-
tra at 67.88 MHz of PI's (109).

34.62 and 27.61 ppm, respectively. For the
deuterated PI's, the methylene carbon reso-
nances of trans- and cis-units in head-to-head
addition was found at 38.6 and 31.4 ppm, with
those in the tail-to-tail addition of both isomers at
28.4-28.8 ppm. The latter findings offer a prac-
tical means of characterizing irregularities in PI.
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3. Olefinic Copolymers

Ethylene-propylene copolymers (EPC) have
been well studied (111-114) with the aid of *3C
NMR spectra of model alkanes (112, 113). Car-
man -and Elgert (111, 112) have developed a
mathematical model of EPC polymerization
which accurately accounts for the intensity of
each peak in any spectrum of EPC. This is a ter-
polymer model in which the propylene is added
by either primary or secondary insertion. Thus
propylene inversion is determined from the ratio
of contiguous to isolated propylene sequences.
The stereochemical environment of the isolated
ethylene units, and the arrangement of the
neighboring propylene units in EPC, prepared in
the presence of syndiotactic- and isotactic-specific

catalysts were investigated (113, 115) by com-

paring *3*C NMR spectra of selectively
13 C-enriched copolymers. The implications of
copolymer structure on polymerization mecha-
nisms are considered. In the presence of homo-
geneous syndiotactic specific catalyst systems,
both the regiospecificity and stereospecificity are
controlled by the last unit of the growing chain
end. Stereoregulation is transmitted through
achiral ethylene units, but not in isotactic poly-
merization. The meaning of these facts is that

. plots of triad population

the isotactic regulation arises from the asymme-
tric spatial arrangement of the ligands in the
catalytic centers, whereas the syndiotactic regu-
lation arises from the asymmetry of the last unit
of the growing chain end; syndiotactic regulation
is therefore last whenever the last unit is achi-
ral.

The dyad-tetrad sequence distribution in pro-
pylene-butene-1 copolymers was determined in
(114-116). The monomer distribution is in good
agreement with Bernoullian statistics (115). The
analysis of methine triads and tetrads of back-
bone methylene carbons have been verified using
first-order Markovian theory (116). Coisotactic
shift contributions also account for the reverse
order of the propylene-centered from that pre-
dicted by the Grant-Paul equation.

Quite a number of authors (51, 89, 117, 118)
investigated ethylene-vinyl acetate copolymers.
The intensities of the methine and methylene
peaks were related to the triad populations. The
variations - with
monomer ratios are given in Figure 18. The
similar triad splitting of the quarternary carbon,
CN or CO groups was obtained in ** C spectra of

. random styrene copolymers with acrylonitrile -

(119, 120), acrylic acid (121) and MMA (51) and
alternating styrene-MMA copolymers (122).
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Figure 18. Variation of (a) V-centered and (b) E-centered triad populations in ethylene-vinyl acetate

copolymer with copolymer composition (51).

Vol. 7, No. 1

45



Nr ArN*

' m r —

mm -
O rr - ,—NrArN

AmNmArNrA* ArNrArNrA® —r CH3
rmrom mmrm
rmer _Tl ArNrA —
| Freem rmo— — NmAmN
mmmm m |—"‘ r
mmmr—
rmmr C, Cs Ce ArNrA
mm - rm |—— rr
,—mrrm m m l
a b c
mm
JU L™
| 'l 3 1 i ] L '} L [] L J
146 145 144 128 127 126 125 124 123 35 30 25 20

5. ppm

Figure 19. **C NMR spectrum of an alternating copolymer from a-methylstyrene and methacrylonitrile.
Resonance regions: aromatic (a), nitrilic (b) and methyl (c) carbons (123).

Comparison of the **C NMR spectrum at
67.88 MHz of alternating methacryloni-
trile<@-methylstyrene copolymer with those of the
syndiotactic homopolymers showed that the
copolymer had the random configuration with
dominantly syndiotactic enchainment of monom-
ers (123), in contrast to *H NMR results. Fig-
ure 19 shows the triad and pentad peak assign-
ments. The relative configurational enchainment
of a-methylstyrene (A) and metha-acrylonitrile
(N) in eyrthro-diisotactic structure is m, whereas
in threo-diisotactic is r. Slight deviation from
exact alternating copolymerization was shown by
the presence of NNA triad or its corresponding
pentads.

The radical copolymers of MMA with MAA
and a-methacrylophenone were studied (124,
125). In this case Bernoullian statistics describes
the chain growth too. The steric factors and high
polarizability of aromatic keto-groups caused the
large values of P, = 0.40—0.43 (125).

4.Diene Copolymers

The first peak assignments for alternating
butadiene-propene, -acrylonitrile, isoprene-pro-
pene, -acrylonitrile and some polyalkenylenes
and polypentadienes has been obtained by Gatti
and Carbonaro (128) with the aid of
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off-resonance experiments and of calculations by
the Grant and Paul scheme.

The *?C NMR spectrum of butadiene-styrene
copolymer has 30 peaks at 25-46 ppm and 19
peaks at 114-146 ppm assigned to 152 possible
triads of 6 units: cis-1,4; trans-1,4; "head-to-
tail” and "head-to-head”-1,2-butadiene (B);
"head-to-tail" and "head-to-head" styrene (S)
(61, 127-129). In general, one would expect all
the styrene in samples to be in BSB triads and
would therefore expect a pattern of absorptions
(BS and SB) very similar to that of the vinyl
units (Bv and vB), also expected to be randomly
distributed (51, 127). Styrene average block
lengths were found to vary greatly (1.2—5.9
units) while viny! butadiene units showed no
tendency to block together, cis units only a small
tendency (1.0—1.7) and trans units a moderate
tendency (1.2—3.4). Styrene units display a ten-
dency to block with trans units whereas vinyl
and cis units generally prefer to block with trans
units (127, 129).

The  butadiene-vinylchloride  copolymers
obtained by radiation copolymerization in chan-
nel complexes of urea have randomly distributed
units. Vinylchloride forms predominantly syndio-
tactic sequences (130).

Emulsion processed butadiene-acrylonitrile
(51) and isoprene-acrylonitrile (53, 54)
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copolymers were investigated. The vinyl and CN
peaks were the most sensitive to environment
and splitting into triad components. The struc-
ture of these copolymers is highly alternating
(see Table 3). At 28% acrylonitrile it is essen-
tially block butadiene with short runs (1—3

" units) of alternating A and B increasing to 7—8

unit lengths at 40% (51). With increasing con-
version the content of block-triads increases. The
data prove that the theories of Medvedev and
Smith-Ewart apply to emulsion polymerization
(54).

We also studied the microstructure of copo-
lymers of af-unsaturated ketones (K) with iso-
prene (I) by 2 C NMR spectroscopy (60). Figure
20 shows the spectra of copolymers of isoprene
with alkylvinylketones CH,=CH—COR (R =

)
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Figure 20. **C NMR spectra of copolymers iso-
prene with methyl- (a) isopropyl- (b) and tert-bu-
tylvinylketone (c) in CDCI, (60).

CH,, CH(CH,), or C(CH,),). The splitting of
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signals into two components corresponding to KII
and KIK, IKI and IKK triads demonstrates the
tendency of these copolymers to alternation at
radical polymerization. The statistical treatment
of the data obtained shows (Table 7) that the
character of polymer chain propagation follows
first-order Markovian statistics, and the average
length of alternated sections depends on the con-
formation of the alkyl substituent in
a B -unsaturated ketones (S-cis or S-trans). Simi-
lar alternation was discovered for radical poly-

merized  butadiene-methacrylate  copolymers
(131).

Table 7. The Values of Conditional
Probabilities, Average Lengths of
Block <ng (11)> and
Alternating Unit <K} (1K) >
and |someric Composition of Isoprene
with Alkylvinylketones Copolymers (68).

R
Parameter -CH, -CH(CH,), -C(CH,),
[kl 0.480 0.485 0.545

PR (1 1) /K1 (1K) ] 1 1

PK1 (1K) /KK (11)  ©-103 0.167  0.053
Pk1 (1K) /K1 (1K)  ©.897 0.833 0.947
PKK (11) /KK (11) O 0 0

<hKK (11) > 0.82 1.00  1.00

<PK1 (1K) > 9.67 5.99 19.0
trans-1,4 | 0.695 0.510 0.673
cis-1,h4 | 0.244 0.353 0.327
3,4 | 0.062 0.138 ©

Microstructure of chloroprene-2,3-dichloro-
butadiene copolymers prepared in free-radical-
initiated systems have been studied (132). The
assignments were given in dyad form as combi-
nations of tail-to-head, head-to-tail, or cis-chloro-
prene components. The calculated monomer
reactivity ratio product, r,®r, > 1, showed that
the copolymers had a slight tendency toward
blockiness. The monomer composition influenced
microblockiness.

To analyze the effect of monomer composi-
tion on a microstructure of copolymers of pipe-
rylene with acrylonitrile obtained by the poly-
merization in DMSO, the **C NMR at 67.88
MHz was used (61). The peak assignments in
13C spectra (Figure 21) were made with the aid
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of chemical shifts calculated by the additive
scheme of Lindeman and Adams.
The data on a triad composition in copolymer
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chain show (Table 8) that the character of chain
propagation accord with the first-order Marko-
vian statistics. ’
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Figure 21. *3C{*H} NMR spectra of polyacryl-
onitrile (a) and .copolymers piperylene with
acryonitrile, containing 75.6 (b) and 51.5 (c¢)
mol.% acrylonitrile in DMSO-d; (61).
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Table 8. The Values of Conditional Probabilities, Average Lengths of
Block <npA (pP) > and Alternating Unit <npp (PA) >» and [someric
Composition of Piperylene in Copolymers with Acrylonitrile (69).

"Acrylonitrile Content, mol.%

Farameter
5»1.5 65.1 75.6 89.5

PaA (PP) /AP (PA) 1.00 0.680 0.397 0.104
R G o

A . . - .
<nAS?;:;; ©3.83 2.33 1.99 1.81
trans-1,4 P 0.873 0.876 0.888 0.925
cis~3,4 P 0.105 0.096 0.064 0

A0=C\ :

C\ ,L-C 0.022 0.028 0.048 0.075

c-c-c-c(C) -

At more than 67 mol.% content acrylonitrile in
the copolymer, the chain is transformed from
syndiolike into isolike. The increase of acryloni-
trile content also increases the possibility of
1,4-trans-addition and decreases the possibility
of 3,4-cis and cyclic addition of piperylene. In
copolymer with 73.8 mol.% of acrylonitrile
obtained by emulsion polymerization, cyclic
structures are absent.

The quantity of the above examples is large
enough so as to be convinced of the considerable
achievements of **C NMR in microstructure
analysis of macromolecules. However, **C NMR
has the same difficulties as that of *H NMR:
limited precision of sequence analysis through
line superposition and complexity of well-founded
line assignments.

IV. NEW METHODS OF
MICROSTRUCTURE ANALYSIS

A. Use of Shift Reagents for Chain
Microstructure Analysis

Recently, paramagnetic salts containing lan-
thanides such as europium or praseodymium
‘have been effectively used for the investigation
of polymer and copolymer microstructure and
chain conformation. The first applications of
paramagnetic shift reagents to a number of
polymers  containing a  basic  lone-pair
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functionality in the monomer unit were made for
spectral simplification (133-143). It has been
reported that the use of Eu(dpm),, Eu(fod), and
Pr(fod), improved the resolution in 100 and 220
MHz spectra of PMMA, poly{(vinyl methyl ether),
poly(vinyl acetate), poly(propylene oxide), polysi-
loxanes (64, 133, 134), polyethers (135, 136),
polyoles (137-139), polylactones (140), ete. Guil-
let et al. (134) found that the order of shifts for
the various peaks in o-dichlorobenzene as solvent
was s C-CH, > i C-CH, > h C-CH, > i

‘OCH, > s OCH, > h OCH, for the triad

sequence peaks of the methyl and methoxycar-
bony! signals. It had been found that in benzene
solution at room temperature, the order of shifts
obtained was i C—CH; > h C-CH, > s
C—-CH, > i OCH, > h OCH, > s OCH,. The
explanation of this is primarily a reflection of the

‘dependence of polymer conformation on tacticity

(133-135). Figure 22 shows the *H NMR spec-
trum of a sample of poly(vinyl acetate) in CDCl,,
and the effect of the addition of small quantities
of Eu(fod), and Pr(fod), to the solution. It can

be seen that with both reagents the methoxycar-

bonyl protons are readily separated into the
absorptions for iso-, hetero- and syndiotactic
triads. The slopes of the lines in the diagram
give a clear indication of the degree of shift and
it is noted that the Pr(fod), gives larger shifts
than Eu(fod), but in the former the broadening is
a bit greater. '
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Figure 22, Effect on the *H NMR spectrum of
poly(vinyl acetate) of adding Eu(fod), and
Pr(fod), (133).

Slonim and coworkers (137) have shown that
the values of paramagnetic shifts depended on
the europium distribution between different coor-
dinating centers of polyethylene glycol and poly-
formaldehyde chains. To determine the content
of ordered trans-gauche-trans (TGT) conforma-
tion in polyethylene glycol * H NMR spectra were
measured. The singlet peak at the lowest field
was assigned to the TGT conformation of the
COCCOC sequence (138). The stereospecific con-
tact interactions in the NMR spectra of polyol-
lanthanide (La®**, Pr®*, Nd**, Eu®*, Tbh**,
Yb?*) complexes were investigated (139). It has
been shown that the contact increment in par-
amagnetic ghifts is greatest if the chain is planar
zig-zag. In other cases the isotropic proton shift
is pseudocontact predominantly.

Inoue and Konno (64) established the possi-
ble conformations in solution of iso- and syndic-
tactic PMMA, by comparing the observed values
of pseudocontact shift with the values of the geo-
metric factor (1 — 3cos28)/r?, in the McConnell-
Robertson equation, calculated for any glide
plane or heliocoidal chain conformations. Figure
23 shows the paramagnetically induced proton
shifts A8 of the three groups, -CH,, CH,, and
OCH, of iso- and syndiotactic PMMA in CDCI,
and C, D, solutions with increasing Eu(dpm),
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concentration. The values can be related to the
relative distance of protons from the coordinating
site and they are dependent on solvent for syndi-
otactic PMMA. In general the flexible polymer
chain in solution cannot always take the spe-
cially fixed conformation. However, it has been
shown that isotactic PMMA has the right-handed
(10/1) helix conformation. The trans zig-zag
conformation suggested for synditactic PMMA is
a special case of glide-plane or heliocoidal confor-
mations.

The effect of paramagnetic shift reagents
Eu(dpm), and Pr(dpm), on the *H NMR spectra
of atactic poly-4-vinylpyridine (P-4-VP) was
studied in CDCl, solution in the temperature
range 28-100° C (140). From the analysis of *H
(860 MHz) and **C (22.63 MHz) spectra the
microtacticity of radical P-4-VP was determined
and was well described by Bernoullian statistics
with P, = 0.52. It was shown also that *H
shifts of signals induced by Eu(dpm), were
pseudocontact by -nature. The values of the geo-
metrical factor were calculated for the fragments
of regular conformations of iso- and syndiochains
of a macromolecule. Based on a comparative
analysis (according to a principle of maximum
probability) of the experimental and calculated
values of shifts induced by Eu(dpm),, the con-
formational composition of the polymer was
determined. It has been shown that the struc-
tural contents were [2,] = 47 mol.% (TTGG),
[Zg] = 28 mol.% (trans—zig-zag) and [3,] = 25
mol. % (iso) which were in agreement with the
model of P-4-VP microtacticity (55, 95). From
the temperature relationship of the *H shifts of
signals a conclusion was made about the varia-
tion of P-4-VP conformational set to the direction
of the increase of the syndiotrans-form content.

We suggested an analytical method of inves-
tigating microstructure of copolymers with the
use of shift reagents. The possibility of practical
application of this method has been shown, the
analysis of butadiene or isoprene and acryloni-
trile, MMA, or alkylvinylketone copolymers
being examples (54, 141-143). Figure 24 shows
the resulting spectral effect of Eu(fod), addition
to the isoprene-acrylonitrile (38 mol % A) copo-
lymer solution. The values of paramagnetic
shifts of methyl, methylene, and vinylidene triad
signals decrease in AAA, AAI, JAI, and AIA,
AIl, III succession. Quantitative data were cal-
culated from the content of triads in the copo-
lymers obtained under emulsion copolymerization
on sodium alkylsulfonate (ASS) and potassium
abietate (AP) micelles, In mass or solution with
different monomer content and conversion. It
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Figure 23. Variation of the paramagnetically induced proton shift with the amount of Eu(dpm), for iso-
tactic (a, b, e, ) and syndiotactic (c, d, g, h) PMMA at 25° C (a-d) and 80° C (e-h) in solutions in CDCl,
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Figure 24. Relationship between induced paramagnetic shift of triad-tetrad signals in the * H NMR spec-
tra of isoprene-acrylonitrile copolymers and Eu(fod), : copolymer (w/w) ratio (142).

was found that a blocking level of the copolymers micelles and micelles of fatty acids (144, 145)

increased with an increase of local concentration with the relaxation probe Mn?* allowed us to
and a decrease of polar monomer molecule diffu- make a conclusion about the principal influence
sion velocity in the micelle matrix (54, 143). The of detergent association in the micelle matrix
stability analysis of aqueous mixed ASS-AP upon microstructure (54, 145), The isoprene with
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acrylonitrile or MMA copolymers obtained on
matrices of different ASS-AP compositions have
a maximum blocking level with a maximum sta-
bility at 66.7 mol. % AP. Figure 25 shows the
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Figure 25. Relationship betweentriad contents
and Av 3, (CH,), in *H NMR spectra of ASS-AP
micelles and AP contents in them (145).

relationship between the matrix stability cri-
terion (AV;j of the (CH,),, signal in the spectrum
of mixed micelles) and triad content. The chain-
growth statistics of emulsion copolymers are
first- or second-order Markovian (145). The same
results were obtained for styrene-MMA copo-
lymers investigated without shift reagents (146).

The *H NMR spectra of ethylene- and vinyl
chloride-vinyl acetate copolymers with low vinyl
acetate (VA) content were measured by use of
Eu(fod),. The shifted signals of the acetate

52

methyl and methine protons were tentatively
assigned to the triad sequences with a VA unit
as a center, and their evaluated concentrations
were compared with calculated concentrations by
means of the random copolymerization £heory
(147). Similar investigations were made for
chioroprene-MMA  copolymer with aid of
Eu(dpm), (148).

The investigation of microstructure of the
unsaturated polymers and copolymers without
polar groups is performed by the use of the com-
posite complex: double bond—AgNO, —Eu(fod),
(148a).

The examples show that use of shift reagents
for microstructure analysis and for the study of
the polymerization mechanism of polymers hav-
ing unresolved monomer unit spectra is particu-
larly effective.

B. Magic Angle Spinning and High Resoclu-
tion NMR Spectroscopy in Solid Polymers

Two sorts of line-narrowing technigues are
employed to obtained high-resolution, natural
abundance **C NMR spectra of solid polymers.
Dipolar broadening of the **C lines by protons is
removed by strong resonant decoupling (referred
to as dipoiar decoupling) by using *H decoupling
rf fields of about 10 G (149). These decoupling
fields are comparable to the proton linewidth. In
most cases the resulting **C NMR spectra are
still severely complicated by chemical shift ani-
sotropies, so that, in general, only a few broad
lines are observed. A dramatic improvement of
the resolution can be achieved by additional
mechanical spinning of polymer samples at the
so-called "magic angle" with a frequency some-
what greater than the dispersion of chemical
shifts (149, 150).

Even with the resolution achieved by a com-
bination of dipolar decoupling and magic angle
gpinning, a FT experiment on a solid polymer
still has a serious limitation. Namely, a delay
time of several *2C spin-lattice relaxation times
(T, ) must be tolerated before data sampling can
be repeated. These repetitions are necessary to
provide a suitably strong signal by a time-aver-
aging process. Since some **C T,’s for solid
polymers are on the order of tens of seconds
(149), the time-averaging process becomes tedi-
ous. These delays can be avoided, however, by
performing a matched spin-lock (or Hartmann-
Hahn) cross-polarization (CP) experiment (151).
With this technigue, polarization of the carbons
is achieved by a polarization transfer from
nearby protons, spin-locked in their own rf field,
via static dipolar interactions in a time TCH(SL).
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This polarization transfer is a spin-spin or
T,-type process and generally requires no more
than 100 us (149). Most important, the CP
transfer can be repeated and more data accumu-
lated after allowing the protons to repolarize in
the static field. For glassy polymers near room
temperature this is more efficient than *3C
repolarization by spin-lattice processes and gen-
erally occurs in less than a half second (152).

Schaefer (149, 153) has discovered that CP
and magic angle spinning are compatible. As
shown in Figure 26, high resolution in the dipo-
lar-decoupled *3C spectrum of solid PMMA is
achieved with quite low spinning frequencies, of
the order of 500 Hz. This is true despite the fact
that the chemical shift dispersion of the low-field
resonance arising from the carbonyl carbon is
about 3 KHz (154).

With separate lines resolved for individual
carbons, a variety of relaxation experiments can
be performed and interpreted in terms of the
motions of the polymers in the solid state. It is
well known that a 'H rotating-frame relaxation
time (Tq,) is sensitive to motions associated with
frequencies in the 10-100 KHz range.

Figure 27 shows the results of **C Ty
experiments for solid polycarbonate, both wit
and without magic angle spinning, at 3 KHz
(149). Five lines are well resolved. The lowest
field line arises from the overlap of the carboxyl
carbon resonance with that of the nonprotonated
aromatic carbons. This line has the longest Ty,.
The two lines just to higher field arise from the
protonated aromatic carbons. These lines have
the same relaxation behavior as one another and
are characterized by a short Tlp' The two lines
at high field are due to the quarternary and
methyl carbons. The methyl carbon Ty, is inter-
mediate between that of the low field combina-
tion line, and that of the protonated aromatic-
carbon line. This behavior simply reflects the
weaker coupling of nonprotonated carbons to
more distant protons. as determined by the
inverse sixth power dependence on the internu-
clear separation common to all dipolar interac-
tions.

The **C Ty, and Tgy(SL) have been meas-
ured also for pofy(phenylene oxide), polystyrene,
polysulfone, poly(ether sulfone), PVC (149, 155),
polybutadiene and poly(ethylene oxide) (156).

The **C Ty, at 32 KHz is dominated by
spin-lattice processes rather than spin-spin pro-
cesses. This means that the T1,’s contain infor-
mation about the motions of the polymers in the
10—50 KHz region, while the Toy’s contain
information about the near static interactions.
The T,’s and NOE factors contain information

Vol. 7, No. 1

0,56 kHz

0,77

1.05

125

1.55

o

=

2,10

\

Figure 26. 10 G dipolar-decoupled **C NMR
spectra of PMMA magic angle rotor, as a func-
tion of spinning frequency. The CP was per-
formed with spin-temperature alternation to
remove artifacts (154).

320

about the motions in the 5—30 MHz regions.
Interpretation of the Ty,’s of these polymers
emphasises the dynamic heterogeneity of the
glassy state. Details of the relaxation processes
establish the short-range nature of certain low
frequency side-group motions, while clearly
defining the long-range cooperative nature or
some of the main-chain motions, the latter not
consistent with a local-mode interpretation of
motion. For instance, polystyrene the Ty and
Ty, values are 1.2 and 3.5 ms for 'aromatic
rings, 0.5 and 3.6—4.1 ms for main chain car-
bons (155). These motions involve cooperative
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torsional oscillations within conformations rather
than another (149, 153). The ratio of Tey to
Ty, for protonated carbons in the main chain of

100 0 ppm

e i, JM

rotating frame 0025
time , msec

Figure 27. CP **C NMR spectra of polycarbo-
nate with and without magic angle spinning, as a
function of the time the carbon magnetization
was held in the rotating frame without CP con-
tact (149).

each polymer is found to have a direct correla-
tion with the toughness or impact strength for all
studied polymers (149). This empirical correla-
tion was rationalized in terms of energy dissipa-
tion for chains in the amorphous state in which
low-frequency cooperative motions were deter-
mined by the same inter- and intrachain steric
interactions.

Thus one-hundred Hertz resolution has been
achieved in the **C NMR spectra of solid poly-
mers by a combination of dipolar decoupling and
magic angle spinning. The high resolution per-
mits individual resonance lines to be assigned to
specific carbons and monomer unit sequences in
the polymer.

V. CONCLUSIONS

Finishing on this consideration of microstruc-
ture analysis of polymer chains with the aid of
'H and *C NMR spectroscopy, one must note
that this field of polymer physical chemistry set
the powerful arsenal of varied investigation
methods against extremely intricate problems.

The use of spectrometers with superconduct-
ing magnets, shift reagents and magic angle
rotation represents the newest directions in
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NMR. However, actually all of these methods
will not be able to secure the complete resolution
of signals in the *H and *2C NMR spectra of
polymers. Therefore the extraction of spectral
information about microtacticity and conforma-
tion of the chain with the aid of computers is
widely practiced.

We may expect increased understanding of
the microstructures of mainly linear polymers
and copolymers as experimental techniques
improve. In turn this. should lead to better
understanding and hence control of the chain
growth mechanism through variation of the con-
ditions of synthesis. Great possibilities then open
up for the design of polymers of specific physical
characteristics for industrial application leading
to increased cost effectiveness and quality
improvement. It is hoped that this review will
have shown that this subject offers considerable
intellectual challenge together with its potential
economic importance.
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CALENDER OF FORTHCOMING CONFERENCES IN MAGNETIC RESONANCE

May 27-June 7, 1985 SUMMER SCHOOL in
BASIC NMR will be held prior to the
Ninth Waterloo NMR Summer Insti-
tute (see below for additional details).

June 10-17, 1985 NINTH WATERLOO NMR
SUMMER INSTITUTE will be held at
the University of Waterloo, Waterloo
Ontario, Canada. Lectures will be held
on nuclear spin thermodynamics, rf
pulse technology, two dimensional
NMR, spin polarization spectroscopy,
and on applications in biophysics .and
solid state physics. For additional
information, contact

Cathy Waimsley
Admin. Director

NMR Summer Insitute
Department of Physics
University of Waterloo
Waterloo Ontario
Canada N2L3G1

July 8-12, 1985 7th INTERNATIONAL
MEETING on NMR SPECTROSCOPY
will take place at Cambridge Univer-
sity, University Chemical Laboratory,
Lensfieldl Road. Seven symposia are
planned: NMR in bioorganic chemistry,
New experimental techniques, NMR in
industry, Solid state NMR, in vivo
NMR, NMR in inorganic chemistry,
Large molecule NMR. Further details
may be obtained from: '

Dr. John F. Gibson,

Secretary (Scientific)

The Royal Society of Chemistry
Burlington House

London W1V OBN England

July 14-19, 1985 27th RGCKY MOUNTAIN
CONFERENCE will be held in Denver,
Colorado and will include symposia on
EPR and NMR. Contact
Jan Gurnsey
5531 Bitterbush Way
Loveland Colorado
80537

September 30-October 4, 1985 12th FACSS
Meeting will sponsor an expanded
NMR program, broadly covering fun-
damental research and new
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applications of NMR. It will be held at

the Marriott and Adam’s Mark Hotels
in downtown Philadelphia. Contact:

Rodney D. Farlee

NMR Program Chairman

E. 1. DuPont de Nemours & Co., Inc.

Experimental Station

Bldg. 328

Wilmington, DE 19898

November 15-18, 1985 FIRST BEIJING
CONFERENCE and EXHIBITION on
INSTRUMENTAL ANALYSIS, will be
held in Beijing, China. The exhibition
will be held November 16-25, 1985.
The conference and exhibition spon-
sored by five chinese academic socie-
ties including Spectroscopy at Radio
and Microwave Frequencies will hold
symposia on NMR, EPR, NQR, Double
Resonance, and Multiple Quantum
Resonance as well as other aspects of
instrumentation. Abstracts should be
submitted by March 31, 1985, For
further information please contact:

Secretariat of First
Beijing Conference and
Exhibition on
Instrumental Analysis
Room 912

Xi Yuan Hotel

Beijing, China

Tel. 890721 Ext. 912

June 29-July 5, 1986 NINTH MEETING of the
INTERNATIONAL SOCIETY OF
MAGNETIC RESONANCE will be
held at the Hotel Gloria, Rio de Jan-
iero, Brazil. The meeting will cover the
broad field of magnetic resonance,
including the theory and practice of
nuclear magnetic resonance, electron
paramagnetic resonance and nuclear
quadrupole resonance spectroscopy.
Included will be applications in phys-
ics, chemistry, biology and medicine.
The meeting will strive to foster inter-
action among scientists in different
fields of magnetic resonance and to
encourage interdisciplinary explora-
tion. Information may be obtained
from

Dr. Ney Vernon Vugman
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Instituto de Fisica

Universidade Federal de Rio de Janiero
Cicade Univeritaria

Bloco A - CCMN

Rio de Janiero 21945

Brazil

The editor would be pleased to receive notices of
future meetings in the field of magnetic reso-
nance so that they could be recorded in this col-
umn.

NEW BOOKS

NMR and Macromolecules. ACS Symposium
. Series 247. James C. Randall, editor. xiv+280
pages. American can Chemical Society, 1155
16th St., N.W., Washington, D.C. 20036. 1984.
$34.95.

NMR of Newly Accessible Nuclei, Vol. 1 and
2. Pierre Laslo editor. xviii+298 and 436 pages
respectively. Academic Press, 11 Fifth Ave.,
New York, N.Y. 10003. 1983. Vol. 1 $59; Vol. 2
$65.

Theory of NMR Parameters, I. Ando and G. A.
Webb. 217 pages. Academic Press, New York.
1983. $52. ’

Nuclear Magnetic Resonance Spectroscopy,
R. K. Harris, xx+250 pages. Pitman Books, 128
Long Acre, London, WC2E 9AN. 1983.

Phosphorus-31 NMR: Principles and Appli-
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cations, D. G. Gorenstein, editor. =xiv-+604
pages. Academic Press, Orlando, Florida 32887.
1984. $79.00.

Correlative Neuroanatomy of Computed
Tomagraphy and Magnetic Resonance Imag-
ing, J. de Groot, with Catherine M. Mills, Line
drawings by L. Lyons. xii+248 pp., Lea and
Febiger, Philadelphia, $45.

Nuclear Magnetic Resonance (NMR), M. A.
Hopf & F. W. Smith (Progress in Nuclear Medi-
cine: Vol. 8) viii+ 248 pp., S. Karger. 1984. $90.

NMR Spectroscopy, Vol. III, Pal Sohah, Ed.
368 pp. CRC Press. 1984.

Magnetic Resonance: Introduction,
Advanced Topics & Applications to Fossil
Fuels, L. Petrakis & J. P. Fraissard, eds. Reidel
Press (Holland). 1984. $98.00.
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INSTRUCTIONS FOR AUTHORS

Because of the ever increasing difficulty of
keeping up with the literature there is a growing
need for critical, balanced reviews covering
well-defined areas of magnetic resonance. To be
useful these must be written at a level that can
be comprehended by workers in related fields,
although it is not the intention thereby to restrict
the depth of the review. In order to reduce the
amount of time authors must spend in writing
we will encourage short, concise reviews, the
main object of which is to inform nonexperts
about recent developments in interesting aspects
of magnetic resonance.

The editor and members of the editorial
board invite reviews from authorities on subjects
of current interest. Unsolicited reviews may also
be accepted, but prospective authors are
requested to contact the editor prior to writing in
order to avoid duplication of effort. Reviews will
be subject to critical scrutiny by experts in the
field and must be submitted in English. Manu-
scripts should be sent to the editor, Dr. David G.
Gorenstein, Chemistry Department, University
of lllinois at Chicago, Box 4348, Chicago, Illinois,
60680, USA.

MANUSCRIPTS must be submitted in triplicate
(one copy should be the original), on approxi-
mately 22 x 28 cm paper, typewritten on one
side of the paper, and double spaced throughout.
If the manuscript cannot be submitted on com-
puter tapes, floppy disks, or electronically (see
below), please type with a carbon ribbon using
either courier 10 or 12, gothic 12, or prestige
elite type face with 10 or 12 pitch. All pages are
to be numbered consecutively, including refer-
ences, tables, and captions to figures, which are
to be placed at the end of the review.

ARRANGEMENT: Considerable thought should
be given to a logical ordering of the subject mat-
ter and the review should be divided into appro-
priate major sections, sections, and subsections,
using Roman numerals, capital letters, and Ara-
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PREFACE

To our great sorrow, Professor Felix Bloch
passed away on - September 10, 1983. In
addition to his many important contributions to
the advancement of science, he had been a great
humanist and a good friend to many of us. It is
well known that Professors Felix Bloch and
Edward Mills Purcell shared the 1952 Nobel
prize in recognition of their observation of the
nuclear magnetic resonance phenomena and for
introducing and developing nuclear magnetic
resonance. Professor Bloch maintained a contin-
uous interest in nuclear magnetic resonance and
its applications, and was very impressed to see
the recent utmost important applications of NMR
in biology and medicine.

I had known Felix Bloch personally for many
years. Initially, I met him at the Weizmann
Institute of Science, Rehovot, Israel, at the
beginning of my academic career, as he served
on the board of Governors of the institute and
subsequent to this at scientific meetings. He
actively participated in the activities of the
International Society of Magnetic Resonance and
had been on its Council since its beginning and
until the last year of his life. I had consulted
him frequently and followed his advice closely.
He would find time to answer every letter and to
think carefully about the implications of the sub-
ject discussed. His greatness was shown in his
modesty and in fulfilling all duties, never feeling
that he had or deserved some special privilege.

This special issue contains the ISMAR trib-
ute to Professor Bloch — The Felix Bloch Com-
memorative Lectures — held at many institutes
and universities throughout the world. The first
part opens with an article written by Erwin
Hahn  who spent many years with Felix Bloch.
The article is based upon a commemorative lec-
ture given at the American Physical Society in
Washington, D.C. in April 1984. Next are some
reminiscences of Martin Packard who was the
first graduate student of F. Bloch and who also
participated in his pioneering studies. An article
by N. Ramsey describing the early history of
magnetic resonance precedes a description by I.
Ursu of recent nuclear magnetic resonance
investigations in Romanta. A paper by A. Saika
presented at the 22nd NMR Symposium at
Kyoto University in Japan, a paper by R.
Basosi, N. Niccolai, E. Tiezzi and G. Valensin,
and an article by C. Khetrapal, K. Ramanathan
and M. Lakshminarayana conclude the first sec-
tion of this issue. The second part of our special
issue contains excerpts from letters and
abstracts received from organizers and
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participants of the commemorative lectures.
The following is a short description of the

Felix Bloch Commemorative Events:
— on November 15, 1983, "The 22nd NMR
Symposium" was held at Kyoto University
Japan. J. Sohma and his colleagues organized
the event, and A. Saika presented a lecture. The
paper is included in this issue.
— On January 17, 1984, "The Analytical Con-
ference" of the Hungarian Chemical Society was
held in Budapest, and P. Sohar delivered a brief
curriculum vitae of Felix Bloch and presented a
talk entitled "Structure determination by NMR."
— A ten-week course from February to April
1984 was organized by L. Conti for undergradu-
ate and graduate students in "Physical Chemis-
try of Solids” and dedicated to the memory of
Felix Bloch at the Institute of General and Inor-
ganic Chemistry at the University of Rome.
— On March 17, 1984 at a "Felix Bloch Com-
memorative Session" of the Romanian National
Committee for Physics, I. Ursu presented a
paper at the National Center for Physics in
Bucharest. The paper is included in this issue.
— On April 4, 1984. A Memorial Symposium in
honor of F. Bloch was sponsored by the School of
Pharmacy and the College of Science of the Uni-
versity of Siena. About fifty people atiended the
meeting which provided discussions on the theo-
retical and practical aspects of magnetic reso-
nance. The following presentations were given:

"The contribution of Felix Bloch to the under-

standing of electron and nuclear relaxation

phenomena,” E. Tiezzi

"A multifrequency ESR approach in the elec-

tron spin relaxation studies on copper com-

plexes in solution,” R. Basosi

*A multinuclear NMR study of dipolar relaxa-

tion parameters: internuclear distances in

biomolecular solutions,” N. Niccolai and

"NMR relaxation investigations of drug-recep-

tor site interactions," G. Valensin, '
Selected portions of these papers are presented
as a single article in this issue.
- On April 12, 1984, “Modern NMR Spectros-
copy,”" a session of the Committee of Molecular -
Structure of the Hungarian Academy of Sciences
took place in Budapest with invited lectures by~
K. Tompa, A. Neszmelyi and P. Sohar. The fol-
lowing presentations were given:

"Nuclear spin tomography,” K. Tompa

“Determination of carbon-carbon couplings and

some other new high-resolution techniques for

direct measurement of topology of organic

molecules in solution,” A. Neszmelyi and
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"Up-to-date NMR methodology in structure

elucidation,” P. Sohar The abstracts of Drs.

Neszmelyi and Sohar are included in this

issue.
— On June 12, 1984, "The Felix Bloch NMR
Symposium" organized by the Polish Biophysical
Society and the Institute of Biochemistry occur-
red at the University of Wroclaw. Eighty scien-
tists participated and K. Maskos and J. Hennel
presented the following papers:

"The History of the NMR phenomenon and the

Work of Felix Bloch,"” K. Maskos

"New methods in NMR — Zeugmatography

and NMR in the Zero-field.” J. Hennel
— On September 15, 1984, a one-day symposium
on "Magnetic Resonance” held in memory of
Professor Bloch at the Indian Institute of Tech-
nology in Madras included the paper by V.
S.Murty, "Principles of Nuclear Induction.”
— On September 25, 1984 at the Indian Institute
of Science in Bangalore, a Winter School on Biol-
ogical Applications of Magnetic Resonance was
dedicated to F. Bloch. The inaugural lecture,
"Movement of NMR from physical phenomenon
to chemistry, biology, and medicine,"was given
by E. D. Becker of the National Institutes of
Health, Bethesda, Maryland, USA. A brief
write-up by C. L. Khetrapal and G. Govil in
regard to the Felix Bloch Memorial Lecture is
included.
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— In autumn of 1984 at the Kazan State Uni-
versity in the USSR, a magnetic resonance sem-
inar took place in which Y. Samitov presented a
commemorative lecture entitled “"Frequency non-
invariability of NMR chemical shifts in exchang-
ing populated systems and its explanation on the
basis of F. Bloch’s equation."”

— A Felix Bloch Memorial Lecture was organ-
ized by X. Yuanzhi and held in Zhejiang Uni-
versity in Hangzhou, China with about thirty
people in attendance during October, 1984.

— A two-term course on magnetic resonance
theories has been organized at the Institute of
Physical Chemistry of the Slovak Technical Uni-
versity in Bratislava, Czechoslovakia by A.
Tkac. The lectures, begun in 1984 and continuing
into 1985, are being delivered by P. Pelikan for
scientists and advanced students devoted to the
memory of Felix Bloch.

— During 1985 on the occasion of the 150th
anniversary of the founding of the Institute of
Physics at Karl-Marx-University in Leipzig, A.
Losche is to present an historical review of the
last century with recognition and appreciation of
the work of Felix Bloch.

We thank Mrs. Lore C. Bloch for her support
and suggestion to use one of her favorite
photographs of her late husband.

Daniel Fiat
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It is a privilege : to write an introduction to
this special issue of the Bulletin in which Pro-
fessor Fiat has coliected together the Felix Bloch
Commemorative Lectures.

Professor Bloch was one of the great physi-
cists of our time who made many fundamental
contributions to Physics. He and Professor Pur-
cell and their colleagues first discovered and
demonstrated nuclear magnetic resonance. Now,

forty years later, we see what a tremendous

impact his discovery has had on Physics, Chem-
istry, Biology, and Medicine. He made many
further contributions to NMR over the years and
retained a close interest to the end of his life.

I first met Professor Bloch when I was a
graduate student in Cambridge, England and he
gave a lecture on NMR (or Nuclear Induction as
he then called it) to the Royal Society in London

in 1948. The following year, while doing a post-
doctoral year with Professor Purcell at Harvard,
I had the good fortune to visit Professor Bloch’s
laboratory in Stanford, and I kept in touch with
him ever since. He participated in the formation
of ISMAR in Israel in 1971 and played a most
valuable advisory role in the Society’s affairs
since then. Shortly before his death in 1983 he
convened a meeting to assist in the further
development of the Society, leading to the new
ISMAR Constitution agreed later that year.

Scientists everywhere and ISMAR members
in particular have reason to remember gratefully
Professor Bloch as a scientist and friend and this
issue is our contribution to his memory.

E. Raymond Andrew
President, ISMAR

PROFESSOR FELIX BLOCH
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FELIX BLOCH AND MAGNETIC RESONANCE

Erwin L. Hahn

Physics Department
University of California
Berkeley, California 94720

Presented at the Felix Bloch Memorial Symposium*
American Physical Society
April 25, 1984
Washington D.C.

Among the versatile and fundamental contri-
butions of Felix Bloch to physics, the science of
magnetic resonance in condensed matter, also
introduced independently by the Purcell Harvard
group, was essentially the crowning achievement
of his career. The background for the early
investigations of the Stanford group in what was
then called "nuclear induction" must be viewed
in the context of Bloch’s early scientific career.
In his early youth it was unheard of to think of
making an assured living as a theoretical physi-
cist, so a proper career to choose was engineer-
ing, and he became a student of engineering in
the Institute of Technology in Zurich. He quickly
became bored of these studies, and against the
advice of his professors switched to physics. He
was aware that only fanatics do theoretical
physics and was told that he would probably
starve at it if he was mediocre. As a young
physicist, eager to capitalize on all the new
physics which could be solved by the new quan-
tum mechanics, Bloch made a grand tour of
studies at prominent centers of European physics
before World War II. He interacted with verita-
ble Who's Who of 20th century physicists - Bohr,
Schrodinger, Pauli, Debye, Heisenberg, Kram-
ers, Fokker, Ehrenfest and Fermi. Very soon
afterward in the early 1930’s, Bloch acquired an
eminent stature of his own in the physics of sol-
ids. Beginning in 1928 to the time of his death
in 1983, his papers ranged through a remarkable
range of subjects. Leaving out his magnetic
resonance publications, they included radiation

*The author is gfateful to Carson Jeffries and
Martin Packard for access to source material
concerning F. Bloch.
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damping in quantum mechanics, the periodicity
of electrons in crystals and metals, susceptibility
and conductivity in metals, ferromagnetism,
charged particle stopping power, quantum elec-
tro-dynamics, x-ray spectra, x-ray and Compton
scattering, Auger effect, beta decay and super-
conductivity. What was most important in
Bloch’s future development was his decision to
leave Europe in 1934 and to begin his career at
Stanford where he eventually began to do exper-
imental! physics. The seed of his magnetic reso-
nance or "nuclear induction" idea stemmed from
his interest in the neutron. I quote from Bloch’s
words in his magnetic resonance Nobel Lecture,
as follows: “The idea that a neutral elementary
particle should possess an intrinsic magnetic
moment had a particular fascination for me --- It
seemed important to furnish a direct experimen-
tal proof for the existence of the magnetic
moment of the free neutron.” In 1936 Bloch
published a paper on the magnetic scattering of
neutrons in which he suggested that a beam of
slow neutrons in passing through iron would
experience a highly localized interaction with the
iron atoms. He predicted that neutron spins
would become polarized as well as scattered,
leading to the present day methods of neutron
magnetic scattering. His thinking about. mag-
netic resonance began by his conception of a

resonance depolarization experiment in which a

polarized neutron beam was passed through
space with spins parallel to a strong constant
magnetic field H.

As acknowledged in 1938 by Rabi and col-
laborators, Bloch apparently, along with Gorter,
had the magnetic resonance principle in mind,
with Bloch interested in carrying out neutron
spin resonance. Of course Rabi first accom-
plished the experiment in 1938 with a molecular
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Figure 1. Calculations of nuclear Boltzmann factors from original notes of F. Bloch.
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Figure 3. F. Bloch. H. Staub, and W. Hansen viewing a homemade oscilloscope in the early 50’s.
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beam. Bloch thereafter acknowledged Rabi’s
magnetic resonance principle to flip the neutron
spin, and in 1940 in collaboration with Luis
Alvarez at Berkeley, the neutron moment was
measured to an accuracy of 1%. This accuracy
was determined by flip coil measurements, which
could not be better than 0.4%. Bloch’s first
notion, which he quickly abandoned as too awk-
ward, was to improve the accuracy of this meas-
urement by calibrating the magnetic field by a
molecular beam technique. Bloch began to won-
der whether it might be possible to measure the
magnetic resonance of nuclei in ordinary con-

densed matter? He was unaware that Gorter -

had failed in 1936 and in 1942 to carry out such
an experiment in a crystal. This is not surpris-
ing since Bloch was not a conscientious surveyor
of the literature. He preferred to rediscover and
work things out ior himself -- a marked charac-
teristic of his independent personality. Nor was
he aware of the experiments contemplated or
initially carried out on nuclear adsorption at
Harvard.

Bloch began from first simple principles to
calculate the voltage that would be induced in an
inductance by the precessing macroscopic
magnetization due to protons in 1 mL of water at
room temperature, subjected to a strong field H
and a perpendicular r.f. field H,. (See Figures 1
and 2). He stated to me personally and to oth-
ers, on querying him about his train of thought
then, that he was amazed how such a simple
calculation, taking into account a small Boltz-
mann factor (of the order 10~ ¢), could give such
large voltage signals of the order a millivolt from
nuclear induction, well above amplifier noise. He
recalled, having confirmed ample nuclear signal
size, that the worry of long thermal equilibrium
relaxation times might cause failure to see any
signal whatsoever. As I proceed further on, this
concern about relaxation will be brought out.

The first attempt to measure nuclear induc-
tion took place in the fall of 1945, after Bloch
returned to Stanford from wartime service at the
Radio Research Laboratory in Cambridge, Mas-
sachusetts, where he worked on radar scattering
and theory of the magnetron. With his student
Martin Packard and colleague W. W. Hansen, an
apparatus was assembled, with Bloch working on
the magnet and Packard and Hansen assembling
the radio transmitter and receiver. In those
days the physics apparatus at Stanford was in a
sorrowfully primitive state with none of the ele-
gant equipment Bloch and Hansen were accus-
tomed to during their research sojourns else-
where during the war. The Stanford physics
basement was cluttered with antique x-ray
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Figure 4. M. Packard, R. Sands and F. Bloch.

apparatus -- and that was about it For the
nuclear induction experiment they used a rather
primitive lecture demonstration magnet (Figure
5) with current supplied by the small Stanford
cyclotron. .

They first failed repeatedly in their search
for resonance signals at the field supposedly
adjusted to the correct value of 1826 gauss for
proton resonance at 7.76 MC. In fact, returning
to the worry about thermal equilibrium, the
sample of water was allowed to sit in the mag-
netic field all day to make certain that enough
macroscopic magnetization would build up to
provide a signal before making a search. Little
did they know that they had to wait only about 3
seconds for protons to relax in water. Finally
something happened after they switched off the
magnet one day (sometime after Christmas,
1945) to see what was wrong. A signal blip
appeared on the scope unexpectedly. They saw
their first adiabatic fast passage signal by drop-
ping the magnetic field through the resonance
condition @ = YH. It was quickly confirmed
that the signal could be improved by using a
paramagnetic iron nitrate solution to shorten the
relaxation time. Now nuclear induction was
established as a reality. After this success Bloch
gave a colloquium lecture while Martin Packard
valiantly tried to reproduce the experiment on
the lecture table in front of the audience, but he
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Figure 5. Lecture demonstration magnet used to
obtain the first nuclear induction signal.

couldn’t find the signal -- the spins were still shy
about exposing themselves to the public, having
been left alone in their incoherent privacy for an
eternity.

These preliminary results, reported in 1946,
were followed by Bloch’s famous paper on
Nuclear Induction in which the phenomenological
theory of macroscopic spin dynamics was given.
It is of historical interest again to reproduce a
certain page (Figure 6) of Bloch’s original note-
book. This shows clearly his reasoning in arriv-
ing at what are now the standard dynamical
equations of nuclear magnetic resonance, and the
famous transverse T, and longitudinal T, relax-
ation times.

A few weeks after the first successful exper-
iments at Stanford, Bloch received the news that
a closely related discovery had been made simul-
taneously at Harvard. Their discoveries were
announced in the same issue of Physical Review,
January 1946. For a brief period of time it was
thought that possibly these two investigations
were dealing with different things. Finally it
was realized the two experiments were observing
the same phenomena from different points of
view. Bloch's approach was in terms of dynamic
macroscopic voltage signals induced by preces-
sion and the Faraday effect, whereas the Purcell
group description was in optical terms of
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quantum mechanical susceptibility and absorp-
tion.

Many new findings developed in the years to
follow. The concept of motional narrowing in

" liquids developed explicitly from the Harvard

group. Their style focused on microscopic effects
of local fields, line widths and shapes, and effects
of fluctuations of local fields upon the magnetic
resonance signal and its relaxation. When
nuclear induction signals in liquids were first
investigated at Stanford, their observed line
widths, which were predominantly caused by
magnetic field inhomogeneity, were interpreted
in the beginning to be due to dipolar broadening
by neighboring spins in the sample. The germ of
motional narrowing was of course finally evident
to the Stanford group, since the effect of long
relaxation times was included in the Bloch equa-
tions. The Stanford group interest, however,
was more in the measurement of spins and
moments. The Bloch method of crossed-coils was
adapted quite efficiently to the search for new
resonances which W. W. Hansen had in mind as
a master project, interrupted, however, by his
untimely death. With Nicodemus and Staub,
Bloch returned to his old interest in the neutron,
and made a precision measurement of its mag-
netic moment by observing in the same field two
precession frequencies, that of a beam of neu-
trons in vacuum, and that of protons in water.
Later tritium (* H) was measured by Levinthal,
and Packard worked on the precise moment of
2H. Warren Proctor developed a search NMR
spectrometer, and he began to measure the spins
and moments of a large number of nuclei. In the
course of these searches it was inevitable for
Proctor and Yu that they should discover the
chemical shift -- the same nucleus in different
compounds has a different resonance frequency
because contributions of the bonded electrons to
the effective field at the nucleus. This shift was
also discovered independently by Dickenson at
MIT in the laboratory of Francis Bitter. Proctor
and Yu observed the NMR shift of nitrogen-14 in
NH,NO, dissolved in water: one nitrogen reso-
nance came from the NH, group, shifted from a
second nitrogen resonance in the NO, group.
This effect excited Bloch very much at first,
thinking that perhaps there existed stable
nuclear isomers that had slightly different prop-
erties. The other possibility of course was that it
could be just a nasty diamagnetic chemical shift
which would not and did not excite him. After it
was confirmed as chemical in origin the shift did
not command Bloch’s interest as fundamental in
his list of priority problems in physics. To con-
firm whether or not the two nitrogen resonances
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Figure 6. Formulation of Bloch equations from original notes of F. Bloch.

were not isomers, Bloch telephoned Segre at
Berkeley and asked to borrow a little **N. If
the two resonances were not present in ammo-
nium nitrate made up with * *N, then the expla-
nation would be nuclear instead of chemical.
Finally the sample arrived and proved again to
give two resonances. Thus the matter of chemi-
cal shift was a new complicating correction factor
which had to be taken into account in measuring
magnetic moments.

The above episode was an example of how
Bloch was really not enthusiastic about
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analyzing the numerous side effects brought in
by the many body effects of local fields in con-
densed matter that could not be comprehended
without an involved series of empirical measure-
ments. I remember distinctly the time when
Dick Norberg and I were in Felix’s office, pour-
ing out our resonance research results to him,
Norberg on metals, and I with chemical echo
modulation effects. Bloch said: "Norberg, you
should be a metallurgist, and Hahn, you should
be a chemist!"
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Figure 7. M. Packard and R. Varian.

In 1950 Bloch and Jeffries measured
precisely the proton magnetic moment in units of
the nuclear magnetic by observing in the same
field the NMR and cyclotron resonance of protons
using a small anti or inverted cyclotron techni-
que. The body of data obtained by all these
measurements was ultimately applied to the

nuclear shell model of Mayer and Jensen.
*_ Arnold, Dharmati and Packard observed in a
very uniform magnetic field, resolution of hyper-
fine proton resonances in C,H,OH, an effect
observed by Gutowsky and Slichter in the steady
state, and independently by myself in terms of
modulation beats of spin echoes. The existence
of these fine structure effects together with the
chemical shift serve as the basis of high resolu-
tion NMR as it exists today. The enterprise of
high resolution NMR instrumentation was pio-
neered by the Varian Company, and now has
spread as an analytic technique throughout the
world. Very good scientists, a number of whom
came from Bloch’s NMR group, worked for
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Figure 8. F. Bloch in a debating mood, with E.
Ginzton.

Varian in those early days which gave the com-
pany the research thrust that enabled it to pro-
duce the first efficient instrumentation for ana-
Iytic NMR chemistry.

At this point I would like to interject some
particular remarks about the Bloch equations.
The Bloch equations have had wide application to
a number of physical effects which do not neces-
sarily involve gyromagnetic spins. They apply
directly to any two quantum level or equally
spaced quantum level system, and are particu-
larly useful in predicting effects involving electric
dipole laser resonance phenomena.

Numerous effects in quantum optics are
analogs of spin resonance phenomena discovered
in former days and are often predicted by Bloch
equations. Although considerations of propaga-
tion and fluorescence are not present in NMR
cavity resonance experiments, there remain a
host of similar effects in the time and frequency
domain that also appear in quantum optics.

Although the original phenomenological Bloch
equations work very well for fluids, in many
cases they are not rigorous for all systems, par-
ticularly in solids. Nevertheless, the Bloch for-
mulation has stimulated new statistical investi-
gations with the density matrix that are more
rigorous for the particular system under investi-
gation. Exceedingly useful is the property that

Bulletin of Magnetic Resonance



the Bloch equations enable predictions of nonli-
near quantum macroscopic phenomena that no
amount of fastidious quantum mechanical per-
turbation theory could predict as handily.
Personally it was my good fortune and privi-
lege to study under Felix Bloch as a postdoctoral
student during the two years 1950 to 1952, It
was in his nature to have a profound influence
on his students. His love for physics took a high
priority in his life, which induced him continually
to avoid the impediments of formal rules of
bureaucratic restraints that prevented him from
doing things for himself. He always invited oth-
ers to share in his search for answers, and did
not distance himself from anyone who would join
him in the search, regardless of his or her status.
What many of his students gained from him
intellectually was often merged with his advice
and counsel. Felix was a devoted family man,
and not incidentally, he was also an accom-
plished pianist. With his good wife Lore and the
family, the invitations to participate in activities
of family life, with musicals, hikes and parties,
were all occasions indeed memorable, giving
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positive incentive and enjoyment in learning
physics from Felix.

The legacy of contributions to science by
Felix Bloch was already a monument to him
while he was alive. Among his versatile contri-
butions to physics I have emphasized his work
on magnetic resonance. The application and
impact in particular of the science of NMR now
involves the activities of thousands of research
people in solid state physics, analytical chemis-
try, and most recently of clinicians in the medical
world who apply the technique for imaging the
human body for medical diagnosis. Not long
before his death Felix indicated to me as well as
to others that the extension of magnetic reso-
nance to humanitarian practical use was of great
satisfaction to him,

Felix Bloch is among the Greats in the his-
tory of science, affecting many who never met
him, a living influence for them and a personal
one for those of us who were fortunate to have
known him, and who shall remember him with
affection and gratitude.
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FELIX BLOCH
Reminiscences of A Graduate Student

Martin Packard

Varian Associates
Palo Alto, California

My first meeting with Professor Bloch was
shortly after V-J Day on a hot afternoon in the
fall of 1945. We met in his sparse, high ceiling,
cool office in the old physics corner at Stanford
University where he described with the elegant
use of chalk and blackboard a new and exciting
but simple concept — Nuclear Induction. The
blackboard and his unconscious cross temple
stroking of his forelock were to remain an
important part of communications on this con-
cept which won him, along with Edward Purcell,
a Nobel Prize in 1952, and won me a Ph.D. in
physics in 1949,

After an hour or two of discussion about the
project, we agreed that I should come to Stanford
as a Ph.D. candidate, working with Bloch and
Hansen on the yet untested but carefully
researched idea of Nuclear Induction. Stanford
was a little more informal in those days. 1
became the first postwar Physics graduate stu-
dent without filling out forms or submitting
transcripts. This unstructured environment was
the mark of a Country and University in tran-
sition, and was most conducive to rapid progress.

My introduction to Felix Bloch came through
Dr. Daniel Alpert, my group leader at Westing-
house where I had worked on passive microwave
devices prior to being assigned to the Manhattan
Project at Berkeley. Alpert’s major professor
was Prof. William Hansen and he had worked
with Bloch as well. He thought that Bloch and I
might form a symbiotic relationship — my
experimental skills and Bloch’s theoretical con-
cepts.

The Physics Department basement — or for
the theoretical students, the Physics attic — was
to become an exciting environment, due largely
to the backlog of ideas and the quality of the
staff — F. Bloch, D. Webster and P. Kirkpatrick,
followed soon by W. Hansen, and later E. Ginz-
ton and L. Schiff. The graduate students were
more mature than usual and technically skilled,
especially in electronics. Conversely, some of
the students had forgotten what they had
learned of classical and quantum physics.

In the fall of 1945 the Stanford Physics
Department was a mess. Much of the basement
had been devoted to X-ray research and was
reminiscent of a rabbit warren with hutches
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constructed of chicken-wire and lead, intercon-
nected by a random network of forgotten wires.
Local Indian relics were stored in one of the
enclosures. One wag wondered if the bones were
the remains of an unlucky graduate student.
None of this disorder seemed to trouble Bloch.
We evoked squatters rights, and I chose the old
upstairs klystron laboratory. (I still wonder
whether the correlation between creativity and
surroundings is negative or positive.)

Ours was a cross-cultural relationship, which
melded under the urgency of demonstrating
Nuclear Induction ahead of omnipresent compet-
itors. My culture, which was primarily experi-
mental, was derived from Westinghouse
Research where I worked under E. U. Condon,
and was modified slightly at Ernest Lawrence’s
laboratory in Berkeley. Felix, as 1 addressed
him, came from a theoretical background with
the basic culture of Bern and Zurich.

Never did our Western familiarities and
informalities appear to bother Felix or his wife,
Lore. It was not until much later that I learned
how long it takes the Swiss to be on a first-name
basis. On the other hand, he retained a few
residual European customs, which we accepted
but with small internal grumblings. One of these
was the extended midday dinner. We soon
learned that this was not idle time and that con-
versations which were interrupted at the end of
the morning would be continued late in the after-
noon, sometimes past our dinner time. One
notable example of this creative time was Bloch’s
invention of the spinning sample for high resolu-
tion NMR which came as he was stirring his
midday tea.

Although there was a drive for progress, this
was implicit and formal meetings were never
held between Bill Hansen, Felix and myself. A
division of labor was tacitly understood and the
work went on independently. Bill Hansen
worked on the crosscoil assembly, which was
used for decoupling the strong transmitter field
from the receiver); Felix modified and calibrated
an ancient, small lecture electromagnet, with
special transformer pole pieces and a field sweep;
and I built the rf circuitry and visual display.

Progress during the first three months
seemed slow. There was mno infrastructure
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comparable to that at Westinghouse or Berkeley.
However, the two skilled machinists, Bert and
John, were most helpful in building complex
parts or in teaching us how to bend metal or
grind tool bits. Teaching responsibilities also
interfered with research. Felix was sensitive to
the material needs of graduate students, and so I
‘was paid as a teaching assistant for a freshman
physics course. Since I had been away from
freshman physics so long, preparation time was
longer than if I had been teaching, e.g., Laplace
transforms, but Felix never complained.

Nevertheless, the apparatus did come
together and, as with all systems, some back-
tracking was required. Hansen’s original kine-
matic design, which used an ingenious design of
flexible wires, was abandoned in favor of his
newly invented paddle for flux steering.

By the Christmas holidays everything
seemed to be in order. Barbara and I decided to
drive to Oregon to visit my parents, whom I
hadn’t seen during the war years., Felix
expressed mild disappointment but not anger, at
the delay. During my six-year stint at Stanford
I cannot recall that he ever spoke harshly or was
not considerate of his graduate students.

This is not to say that Felix avoided contro-
versy or did not speak on issues that he felt
important. I felt squeamish about his participa-
tion in the early political infighting which sur-
faced at selected weekly seminars. Later on he
expressed strong opposition to the organization of
Physics at Stanford, a problem which continued
for a long time.

Felix was a superb theoretician with consid-
erable physical insight. I quickly appreciated his
skills without knowing of his previous work; e.g.,
Bloch walls in ferromagnetics. Prior to my com-
ing to Stanford, he had fully developed his phe-
nomenological equations of NMR on purely theo-
retical grounds. The equations were never
modified, only interpreted. Felix preferred to
think about Nuclear Induction in classical terms,
which he justified as being the expectation values
of the quantum mechanical model.

Felix was a master of the art of keeping
important terms and dropping the insignificant
ones. It is hard to know how, but he managed to
impart this instinct to his students. Perhaps the
absence of computers or even hand-cranked
Monroe calculators brought out this ability.

He welcomed the interplay between his
theory and the experiment. This was well
exemplified by the first observations of the
Nuclear Induction phenomenon. His original
belief was that the static dipolar interaction
between protons in our water sample would give
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a long thermal relaxation time T,, and a very
short transverse T, .

This understanding dictated the details of the
experiment; namely, that the radiofrequency (rf)
fields should be very strong, the order of a few
Gauss, and that the sample must be pre-polar-
ized in a strong magnetic field for many hours.
For the soaking, Felix assembled a small outrig-
ger pole piece in the fringing field of the cyclotron
magnet, where the sample was left for more
than 24 hours.

Initial observations at the proper magnetic
field were disappointing. Almeost in desperation
we raised the field well above Bloch’s calibrated.
value and turned off the magnet power supply,
which added a linear sweep on top of the small
sine wave sweep. I happened to see a signal
which entered from the right and disappeared to
the left, much as a radar signal on an A-scope.
Having once seen the signal we very quickly
improved it, noting that relaxation times were
moderate and that our original instrument design
was excessive.

After our success, we left the dark, cold and
clammy Cyclotron laboratory for the Blochs’
pleasant house, where we shared our euphoria
and celebrated Lore’s birthday or near birthday
with a glass of wine. Felix had expressed his
hope to bring Lore a Nuclear Induction signal as
a birthday present.

Felix immediately reviewed his equations
and explained what we had seen. The tran-
sverse relaxation times had been much longer
than expected and the longitudinal T, much less
than expected, due to the rapid tumbling of the
water molecules. Felix explained as a matter of
fact that the physics of liquids was very difficult
compared to solids or gases. The shape which
we saw was explained by the Bloch equations
and was labeled “rapid passage," as it was nei-
ther a dispersion curve, which we had expected,
nor a simple absorption curve.

This explanation of the experimental data by
the Bloch equations gave me great respect for .
them, and for their creator. (It is now too late,
but I wish I had understood from Felix how he
built such a simple, but valid meodel. Did he
introduce the relaxation times as exponentials
because of analytical simplicity or did he recog-
nize the similarity to stochastic collisions in opti-
cal spectroscopy?)

Jargon was readily accepted by Felix. He
invented the term "rabbit ears" for one particu-
larly stubborn problem and was quite comforta-
ble with terms borrowed from radar, an accep-
tance lacking by purists in the German language.

Felix was always generous with sharing
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credit with coworkers and never wished to be an
author as the Director of the laboratory. The
first experimental paper on Nuclear Induction
was authored by F. Bloch, W. Hansen, and M.
Packard; however, the accompanying theoretical
paper bore only his name. The first paper on
chemical shifts was written by W. Proctor and F.
Yu. The paper on chemical shifts in protons was
by J. Arnold, S. Dharmatti and M. Packard.
With Bloch, there never was a problem about the
order of the authors, they were just listed alpha-
betically. Felix was equally generous in
acknowledging me and other colleagues at talks
which he gave many years after the original
work,

We had many social discussions, particularly
as our wives often sat together wih the Bloch
children while we spent the evening in the labo-
ratory. Felix was well read, broadly educated in
a classical European manner, and was an excel-
lent piano player which he shared with us occa-
sionally.

Felix did not appear to be the athletic type,
however he did from time to time ride his bicycle
from their simple house on Emerson street in
Palo Alto to the Physics Department, and did
take occasional outings to the beach at Carmel.
(We still have a lovely bowl that he and Lore
brought to us.) Nevertheless, he described his
earlier experiences in rock climbing in Switzer-
land. One of his very difficult climbs ended with
a fall and a broken leg. While skiing together at
Los Alamos, where we went to measure tritium,
"I was amazed to see him making a graceful Tel-
emark, a turn which was new to me, a self
taught skier from the Northwest.

Felix Bloch’s major scientific interest and
thrust was in measuring nuclear magnetic
moments of the isotopes as a basis for under-
standing nuclear forces, which he considered to
be the "central problem" of physics. Prior to the
war he had measured the neutron moment in
terms of the cyclotron resonance with Prof. Louis
Alvarez at UC, Berkeley.

During a concert at Cambridge where he
worked in Prof. Frederick Terman’s laboratory,
he considered the way to measure magnetic
resonance in matter of normal density. This
would make it possible to measure magnet
moments in terms of the proton moment without
the uncertainty of field calibration. At the time,
a magnetic field could not be calibrated to better
than 1/10th of a percent. His ideas were sharp-
ened at Cambridge. The experimental techni-
ques, concepts of signal-to-noise, and other prac-
tical matters were developed in conversations
with Bill Hansen. In the tradition of most
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scientists, these matters were discussed only
with collaborators and not potential competitors.

Even though much of the early gestation of
Nuclear Induction occurred while he was at Har-
vard and very close to Edward Purcell, they had
no interaction. Both groups performed the
experiment independently and did not learn of
the other’s work until the arrival of the Physical
Review.,

Bloch was always very quick to grasp new
concepts and to synthesize them into his own
understanding. I had used a symmetry criteria
at Westinghouse to measure precision frequen-
cies of cavities and sought to apply this to meas-
uring the magnet moments. Felix thought about
this briefly and agreed that that was indeed a
valid criteria. He understood and taught us the
subtleties of precision and accuracy during many
discussions at the blackboard.

In view of Bloch’s ability to handle new con-
cepts, it was somewhat surprizing to me that
there was not instant recognition on the part of
either Bloch or Purcell that the two groups were
viewing the same phenomenon, even though the
apparatus and the theoretical description were
much different. Bloch had approached Nuclear
Induction on the basis of classical phenomenolo-
gical equations, while Purcell’s group followed a
spectroscopic model. The Stanford group initially
observed dispersion, using a strong radiofre-
quency field, while the Harvard group’s appara-
tus was phased to observe absorption in the
presence of very weak fields.

It is surprising to me how long early impres-
sions persist. Many years passed before most
physicists and chemists accepted nature’s view
of the commonality of the two approaches. Nev-
ertheless, I was recently asked by a foreign
scholar whether Varian Associates’ instruments
used the Purcell or the Bloch technique.

Bloch coined the term Nuclear Induction,
which gradually became displaced by NMR. 1
felt like a traitor when at Varian we adopted
NMR. Confusion still exists in the nomenclature
of electron magnetic resonance, chemists seem to
like ESR while physicists tend to use the older
EPR. '

The very first NMR experiments were inex-
pensive and were, I believe, financed by the
Physics Department. I purchased the electron-
ics, which consisted of a Dumont oscilloscope
{just like the one I had used at Westinghouse); a
few vacuum tubes, some discreet components, a
chassis or two, and panels. After the initial suc-
cess, additional funds were provided by the
Office of Naval Research (ONR) to extend the
technique to the measurement of magnetic
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moments of other isotopes. Happily, the details
of this support were invisible to me. I have no
recollection of being asked to prepare proposals,
budgets, or write reports; Felix either handled
this himself or left it up to Anna Laura Berg, our
administrative, secretarial, 4 o’clock coffeemaker
staff.

This support of basic research by the ONR
returned a huge yield to the DOD and to society.
No one at that time had any inkling that Nuclear
Induction would lead to magnetometers used to
hunt submarines or become a major tool for sci-
entists,. NMR has become the most important
spectroscopic tool for structural and organic che-
mists; biologists use NMR to study the confor-
mation of DNA; and physicians like the superior
diagnostic images of NMR.

Felix was proud but not ostentatious about
his role in NMR. During the last few years of
his life, Felix was fond of telling that his finger
was the first in vivo specimen. I suspect that
not even history will ever clarify whether it was
the Professor’s or the graduate student’s finger
which was first placed in the Nuclear Induction
probe. .

Early ONR support enabled the laboratory to
become more consolidated, adding additional peo-
ple and new experimental apparatus. Teaching
Assistants became Research Assistants. Under
Prof. Hansen’s guidance, a Bitter Magnet was
designed and built with the expectation that a
nearly automatic machine could be designed for
searching out and cataloging all the isotopes that
had spins. This turned out to be impractical, so
magnetic moments were measured isotope by
isotope by successive graduate students,

Bloch’s foremost interest was in the physics
of NMR and phenomena which its use could
explain. While he did not enthusiastically sup-
port the chemist’s interest, neither did he belittle
it or interfere with research in his laboratory on
chemically oriented problems. This was a lesson
he taught me well: a great researcher has
humility about his views of what the future may
bring.

Felix was a dedicated teacher with excep-
tional abilities. His lectures were well prepared
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but not sterile. Even though he reviewed his lec-
ture notes carefully before class, he sometimes
needed to share with us his thought processes as
he reconstructed the logic or worked through a
difficult chain of the mathematics. I felt that this
was an important part of his pedagogical style,
and was much better than one visiting professor
who presented beautiful stress free lectures,
which were so easy to follow that little was
remembered.

The classroom work was important, but I
feel that our almost daily discussions at the lab-
oratory blackboard were the halimark of a mar-
velous teacher. He instigated occasional tutorial
sessions to insure our progress towards the
Department Oral examination which was the
prelude to the final goal. I remember well his
asking me to explain internal reflection of light
and kindly helped me by elucidating how the
light must be attenuated exponentially outside
the surface.

His writing was lucid, but sometimes had a
slight Swiss accent. This created some anxiety
for me and for my wife who was the typist,
because after he would return my thesis with
revisions, I in turn would change it back. Hap-
pily for all of us, including the onlooking gradu-
ate students, the series finally converged and my
thesis was signed on the day of the birth of our
first child.

Dan Alpert had been right. Felix and I
formed a symbiotic relationship, which was ben-
eficial to both of us and to society. But sadly it
did not last over the years, since Professor Bloch
chose estrangement with many of his students;
an estrangement which was never reconciled.
The reason is unfathomable to me, but seemed
linked to his consulting agreement with Varian
Associates Inc.

Nobel Laureate Felix Bloch was Switzer-
land’s greatest native physicist. He brought to
Leland Stanford Jr. University not only fame but
a classical approach to physics and the love of -
teaching. It was my privilege to have studied
under him, and it is my hope that his style of
teaching and his approach to physics will be car-
ried on.
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EARLY HISTORY OF MAGNETIC RESONANCE

Norman F. Ramsey

Lyman Laboratory of Physics
Harvard University
Cambridge, Massachusetts 02138

INTRODUCTION

In the title of this report, emphasis should be
given to the word early. Some readers may even
believe that "Pre-History” would be a better title
than early history. The report will cover the
period from 1921 to the first nuclear resonance
absorption experiments of Purcell, Torrey and
Pound and the first nuclear induction experi-
ments of Bloch, Hansen and Packard even
though from some points of view the history of
magnetic resonance can be said to begin with the
experiments that end this report.

My interest in the history of magnetic reso-
nance began with preparations for my Ph.D.
final examination in 1939. Since mine was the

first Ph.D. thesis based on nuclear magnetic.

resonance, I feared that my examining commit-
tee would ask searching questions as to the ori-
gins of the ideas of magnetic resonance and of
the molecular beam technique we used to detect
the resonance transitions.

EARLIEST SEARCH FOR A DEPENDENCE
OF MAGNETIC SUSCEPTIBILITY ON
FREQUENCY

The earliest reported search for a dependence
of magnetic susceptibility on frequency was car-
ried out by Belz(1) in 1922 for solutions of a
variety of paramagnetic salts. No frequency
dependence was found. Acting on a suggestion of
Lenz and Ehrenfest, G. Breit(2) searched for a
frequency dependence of the magnetic suscepti-
bility of various paramagnetic substances but
found no dependence on frequency. Perhaps this
disappointment contributed to Breit’s decision to
concentrate in theory, where he later had such a
productive career.

SPACE QUANTIZATION WHEN
DIRECTION OF MAGNETIC FIELD
CHANGES

The origins of the molecular beam magnetic
resonance method can be traced back to early
theoretical speculations and experiments on the
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change in the quantum mechanical space quanti-
zation when the direction of a magnetic field is
changed. The problem was first posed and par-
tially solved in 1927 by C. G. Darwin(2) and his
analysis was subsequently improved by P.
Gutinger(3), E. Majorana(4), and L. Motz and
M. Rose(4).

In the period 1931-33 several experiments in
Otto Stern’s laboratory in Hamburg successfully
measured the changes in the space quantization
when the direction of the magnetic field was
changed. The experiments of Phipps and
Stern(5) and Frisch and Segre(§) partly agreed
with the best theory and partially disagreed. L
1. Rabi(7) pointed out that the discrepancy
between theory and experiment was due to the
neglect of nuclear spins in previous theories.
Although the magnetic moment of the electron is
about 2000 times larger than the typical nuclear
magnetic moment, the angular momenta are
comparable in size and at the low fields used in
some of the experiments the nuclear spin angu-
lar momenta were tightly coupled to the electron
spin making large effects on the observations. In
all of these experiments the direction of the field
was changed in space as the atoms went by.
Since the atoms had a thermal velocity distribu-
tion the frequency components were different for
different velocities, so on averaging over the
velocity distribution, no sharp resonances were
either anticipated or observed. Rabi(8) and
Schwinger(9) in 1937 calculated the transition
probability for molecules that passed through a
region in which the direction of the field varied
rapidly.

FIRST ATTEMPT TO OBSERVED
NUCLEAR MAGNETIC RESONANCE IN
CONDENSED MATTER

In 1936 with calorimetric techniques, C. J.
Gorter(10) successfully observed a frequency
dependence of the paramagnetic relaxation of a
number of alums. He found that the observed
effects depended on the frequency, v, as v*
where x was a number, usually between 1 and 2.
No resonance effects were observed. Gorter(10)
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also utilized the same calorimetric method in an
attempt to look at ?Li nuclear magnetic reso-
nance in LiCl and for an *H resonance in AlK
alum but found no such resonance. The follow-
ing year, Lasarew and Schubnikowt(21) showed
at low temperature that the nuclear magnetic
moments in solid hydrogen contributed signifi-
cantly to the observed static magnetic suscepti-
bility of solid hydrogen.

In an experiment reported in 1942 subse-
quent to the successful molecular beam nuclear
magnetic resonance experiments described in the
next two sections, Gorter and Broer(10)

attempted to observe nuclear magnetic resonance

in powders of LiCl and KF, but no resonance
was observed. It is still a mystery as to why
Gorter did not detect a resonance. In part he
suffered from a poor choice of material since R.
V. Pound much later showed that pure crystal-
line LiF has an unusually long nuclear spin-lat-
tice relaxation time. However, that alone does
not explain the failure of Gorter’s inspired
experiments since at a much later date N. Blo-
embergen found one of Gorter’s original crystals
and was able to observe an NMR signal with it
even though the relaxation time was large. The
most likely explanation for the failure of Gorter’s
experiments was an unfavorable signal-to-noise
ratio in his apparatus. It is of interest to note
that the first appearance of the phrase "nuclear
magnetic resonance” in a publication title is in
Gorter’s 1942 paper, but he attributes the coin-
ing of this phrase to I. I. Rabi.

TRANSITIONS INDUCED BY PASSAGE OF
MOLECULES THROUGH
DIFFERENTLY ORIENTATED MAGNETIC
FIELDS

While Gorter was pursuing his unsuccessful
NMR experiments, I. I. Rabi was independently
studying transitions induced when atoms or mol-
ecules in a molecular beam traversed a region in
space of space in which the directions of the
magnetic field change successively. In his bril-
liant 1937 theoretical paper entitled "Space
Quantization in a Gyrating Magnetic Field",
Rabi(8) assumed for simplicity that the field was
oscillatory in time even though the initial appli-
cation was to a field varying along the beam
rather than oscillatory with time. As a conse-
quence, all the formulae in that paper are appli-
cable to the resonance case with oscillatory fields
and the paper, without alteration, provides the
fundamental theory for present molecular beam
magnetic resonance experiments as well as for
other experiments with magnetic resonance.
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MOLECULAR BEAM MAGNETIC
RESONANCE

While writing his paper on the gyrating field,
Rabi discussed with some of his colleagues the
possibility of using oscillatory rather than space
varying magnetic fields, but Rabi’s laboratory
had a full program of important experiments
which did not require oscillatory fields, and no
experiments utilizing oscillatory fields were
started during the first six months following the
submission of Rabi’s theoretical paper on the
gyrating magnetic field. In September 1937, C.
J. Gorter visited Rabi’s laboratory(12) and
described his brilliantly conceived but experi-
mentally unsuccessful efforts to observe nuclear
magnetic resonance in lithium fluoride, as
described in Gorter’s publications of the previous
year(10). The research efforts in Rabi’s labora-
tory at Columbia University were soon directed
primarily toward the construction of molecular
beam magnetic resonance experiments with
oscillator driven magnetic fields. Two successful
magnetic resonance devices were soon con-
structed by Rabi(13,14), Zacharias(13,14), Mill-
man(13), Kusch(13), Kellogg(14), and Ram-
sey(14, 15), A schematic view(13) of the method
is shown in Figure 1. In these experiments the
atoms or molecules were deflected by a first
inhomogeneous magnetic field and refocused by a
second one. When the resonance transition was
induced in the region between the two inhomoge-
neous fields, the occurrence of the transition
could easily be recognized by the reduction of
intensity associated with the accompanying fail-
ure of refocusing. For transitions induced by the
radiofrequency oscillatory field, the apparent
frequency was almost the same for all molecules
independent of molecular velocity. As a result,
when the oscillator freguency was equal to the
Larmor angular frequency w, of a nucleus, a
sharp resonance was obtained where

wo =v1H, . @

is the angular precession frequency of a classical
magnetized top with the same ratio vy of mag-
netic moment to angular momentum when in a
magnetic field H,. Figure 2 shows the first
reported nuclear magnetic resonance curve; the
curve was obtained with a beam of LiCl mol-
ecules(13).

‘Kellogg, Rabi, Ramsey, and Zacharias(14,
15) soon extended the method to the molecules
H,, D, and HD for which the resonance fre-
quencies depended not only on eqn. 1 but also on
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Figure 1. Schematic diagram(13) showing the principle of the first molecular beam magnetic resonance
apparatus. The two solid curves indicate two paths of molecules having different orientations that are
not changed during passage through the apparatus. The two dashed curves in the region of the B mag-
net indicate two paths of molecules whose orientation has been changed in the C region so the refocusing
is lost due to the change in the component along the direction of the magnetic field.
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Figure 2. Curve showing refocused beam inten-
sity at various values of the homogeneous field.
One ampere corresponds to about 18.4 Gauss.
The frequency of the oscillating field was held
constant at 3.518 X 10° cycles per second.

internal interactions within the molecule. The
transitions in this case occurred whenever the
oscillatory field was at a Bohr angular frequency
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for an allowed transition
o = E, - Eg 2)

For the first time the authors described their
results as "radiofrequency spectroscopy”. The
radiofrequency spectrum for H, is shown in Fig-
ure 3.

The first molecular beam magnetic resonance
experiments were with *Z molecules for which
the primary interactions were those of the
nuclear magnetic moments in external magnetic
fields, but in 1940 Kusch, Millman and Rabi(16,
17) first extended the method to paramagnetic
atoms and in particular to AF = +1 transitions
of atoms where the relative orientation of the
nuclear and electronic magnetic moments were
changed, in which case the resonance frequencies
were determined dominantly by fixed internal
properties of the atom rather than by interac-
tions with an externally applied magnetic field.

In 1949, N. F. Ramsey(18,20) invented the
separated oscillatory field method for magnetic
resonance experiments. In this new method, the
oscillatory field, instead of being distributed
throughout the transition region, was
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tion.

concentrated in two coherently driven oscillatory
fields in short regions at the beginning and end
of the resonance region. In an alternative ver-
sion of the same method, the coherent oscillatory
fields are applied in two short pulses -- at the
beginning and end of the observation time. The
method has the following advantages(20): (1)
the resonances are 40% narrower than even the
most favorable Rabi resonances with the same
length of apparatus; (2) the resonance are not
broadened by field inhomogeneities: (3) the
length of the transition region can be much
longer than the wavelength of the radiation, pro-
vided that the two oscillatory field regions are
short, whereas there are difficulties with the
Rabi method due to phase shifts when the length
of the oscillatory region is comparable to the
wave length; (4) the first-order Doppler shift can
mostly be eliminated when sufficiently short
oscillatory field regions are used; (5) the sensi-
tivity of the resonance can be increased by the
deliberate use of appropriate relative phase
shifts between the two oscillatory fields; and (6)
with short lived states the resonance width can
be narrowed below that expected from the life-
time of the state and the Heisenberg uncertainty
principle if the separation of the oscillatory fields
is sufficiently great that only molecules living
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longer than average in the excited state can
reach the second oscillatory field before decaying.

Essentially the same magnetic resonance
technique as developed by Rabi for measuring
nuclear magnetic moments with a molecular
beam was used by Alvarez and Bloch(21) to
measure the magnetic moment of the neutron
with a neutron beam. Since the first publication
on the neutron magnetic resonance studies was
published about two years after the first molecu-
lar beam magnetic resonance papers appeared, it
is often considered that the neutron studies of
Alvarez and Bloch were merely adaptations of
the resonance methods developed by Rabi and his
associates. However, Alvarez recently has told
me that Bloch had thought of doing the neutron
beam magnetic resonance experiment before
either Alvarez or Bloch had heard of the molecu-
lar beam magnetic resonance experiments of
Rabi and his associates. It must bave been a
bitter disappointment-to Bloch and Alvarez to
learn that their clever idea for magnetic reso-
nance had been anticipated by Rabi and his
associates. It is to their credit that they did not
let this disappointment blight their research
careers; instead each went on to win separate
Nobel Prizes for subsequent research.

Work on both molecular beam and neutron
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beam magnetic resonance experiments were

interrupted by World War II. In 1944 Rabi and

Ramsey spent one evening together in Cam-
bridge, Massachusetts, planning possible post-
war research experiments. Two ideas emerged
as leading candidates. One was to use the
molecular beam magnetic resonance method to
measure the hyperfine separation in atomic
hydrogeén since a presumably exact theoretical
calculation of this separation existed. This
experiment was eventually carried out and led to
the first indication of an anomalous magnetic
moment of the electron. The other idea was to
detect the existence of nuclear magnetic reso-
nance transitions by their effect on the oscillator.
To our pleasant surprise, the signal-to-noise cal-
culations were favorable and we became quite
enthusiastic about the possibility. We then real-
ized that we were merely reinventing Gorter’s
nuclear magnetic resonance experiments and
that those experiments had failed for unknown
reasons. We, therefore, decided that efforts in
that direction should be given a low priority
compared to the various molecular and atomic
beam experiments, including the one on the
atomic hydrogen hyperfine separation.

ELECTRON PARAMAGNETIC
RESONANCE EXPERIMENTS IN
CONDENSED MATTER

In addition to his unsuccessful efforts to
observe nuclear magnetic resonance, Gorter(10)
successfully observed paramagnetic relaxation in
condensed matter. However, his attempts to
observe an electron paramagnetic resonance
failed. The first successful paramagnetic reso-
nance experiments in condensed matter were
those of Zavoisky(23). His observed paramag-
netic resonance with CrCl, is shown in Figure 4,
was first reported in a 1944 Ph.D. thesis, and
several years elapsed before there was wide-
spread recognition of his accomplishment.
Shortly after Zavoisky’s pioneering work, obser-
vations of electron paramagnetic resonances
were made by Cummerow and Halliday (24) and
others.

NUCLEAR MAGNETIC RESONANCE
EXPERIMENTS IN CONDENSED MATTER

Following World War II, two groups in the
United States sought to develop nuclear mag-
netic resonance experiments with condensed
matter. One was E. M. Purcell, N. G. Torrey
and R.V. Pound(25) at Harvard University and
the other was F. Bloch, W. Hansen and M. E.
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Figure 4. Electron paramagnetic resonance curve
obtaine d by Zavoisky(23) with CrCl,. The
microwave radiation wavelength was A=13.70
cmand T = 298 K.

Packard(26) at Stanford University. Each group
had different reasons for being willing to procede
with its experiments despite the failure of Gort-
er’s earlier experiments.

In the case of Purcell, Torrey and Pound(25)
they were initially unaware of Gorter’s work
when they first started their experiment. When

. Rabi learned of their plans and pointed out to

Purcell that Gorter’s experiment was similar and
had failed, Purcell was disappointed by the news
but felt that the work on the new experiment
had already gone so far that it should be com-
pleted, particularly since their extensive theoret-
ical calculations of relaxation and other feasibil-
ity requirements appeared favorable. Purcell
and his associates observed the absorption in the
resonance circuit and devoted considerable atten-
tion to problems of signal size and noise. On
December 24, 1945 their letter(25) was received
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by the Physical Review announcing the success-
ful observation of nuclear magnetic resonance
absorption of the protons in a paraffin filled 30
MHz resonant cavity whose output was balanced
against a portion of the signal generator output.
-When the magnetic field passed through reso-
nance, an unbalanced signal 20 times noise was
observed.

When Bloch, Hansen and Packard (26)
started their experiments, they were fully aware
of Gorter’s experiments but they were encour-
aged to proceed because they thought they knew
the source of the previous failure and a means
for overcoming it. They believed that Gorter’s
experiment had failed because the thermal
relaxation time T, was much longer than Gorter
had allowed for. To overcome this difficulty they
proposed to put their water sample in a strong
magnetic field for several days to allow the
nuclear spin system to reach thermal equilib-
rium. They in fact did so: when their apparatus
was all ready for a first test they inserted the
water in the high field and before attempting a
careful search for a resonance Bloch went off on
a ski trip to allow the system to come to equilib-
rium. When he returned he and his associates
found the desired resonance after some initial
searching, but they also found that the relaxa-
tion time was short and not long. Instead of
waiting several days to begin their observations,
a few seconds would have sufficed. The detec-
tion method of Bloch, Hansen and Packard(26)
was rather different from that of Purcell, Torrey
and Pound(25). Instead of observing the absorp-
tion signal with a single coil, they used two
orthogonal coils and picked up the signal induced
in the second coil by the coherently precessing
nuclei driven by the first coil. For this reason
they called their experiments nuclear induction.
A letter(26) announcing their successful experi-
ment was received by the Physical Review on
January 29, 1946.

From the time of these experiments onward,
developments in magnetic resonance occurred at
a rapid pace. For this reason, I have chosen that
time to bring to an end this account of the early
history of magnetic resonance.
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I. INTRODUCTION

NMR is routinely used as an indispensa-
ble research tool in present-day chemical lab-
oratories because a wide variety of parame-
ters can be extracted from the response of
an ensemble of nuclear spins to a resonant
excitation. Among them, the chemical shift in
nuclear magnetic shielding and the electron-
coupled nuclear spin-spin coupling are direct
measures of the change in chemical environment
around the nuclei concerned. Consequently,
the accumulation of shift and coupling data
allows us to use the shift and nuclear spin-
spin coupling as empirical parameters in
rapid identification of the molecular species pres-
ent. Theoretically, they can be expressed as a
sum of first- and second-order properties, thus
reflecting the details of the static and dynamic
electronic structure of molecules.

In this review, we wish to report on electron
correlation effects on these magnetic proper-
ties.  Diagrammatic many-body perturbation
theory (MBPT) (1,2) is employed to analyze
the effects since the method is most unbi-
ased, allowing us to make order-by-order
evaluation of the correlation effects.

....................

*Presented at the 22nd NMR Symposium at
Kyoto on November 15, 1984 as a special mem-
orial lecture for Felix Bloch.
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II. NUCLEAR SPIN-SPIN COUPLING

To begin with, we will discuss the nuclear
spin-spin coupling, since it is expected to be
more sensitive to electron correlation and
involves more problems. In the early days,
Ramsey (3), followed by many others,
resorted to a “mean excitation energy"
approximation. When the numerator changes
sign with each excitation in the second-order
perturbation formula, however, the approx-
imation may give erroneous results. In fact
some coupling constants were calculated with
wrong signs. Later, Pople and Santry (4) took
explicit account of excited states to remedy the
defect of the mean excitation energy approxi-
mation, but they utilized only the lowest
virtual orbital in evaluating the perturbation
formula. We then extended the procedure to
include higher virtual orbitals with no sense of
convergence noted (5), suggesting the necessity
of employing amply extended basis sets,
particularly for the Fermi contact interaction.
Furthermore, the functions of both the ground
and the excited states should be equally well
correlated one way or another. Since full
configuration interaction (CI) calculations to
incorporate electron correlation into both
states are unlikely to be feasible for molecules
of general interest, MBPT may offer some
advantages. It gives correlation corrections
order by order as Feynman diagrams, each of
which is expressed in terms of single-particle
states. Thus, the total correlated wave
functions of neither the ground nor the
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Table 1. Fermi contact contribution to HD (in Hz).

Contributions Ordinary MBPT FF MBPT
Zeroth-order 12.4 54.3 (=CHF)
First-order 9.4

Second-order 6.3 -15.4
Third-order -1.7

Total sum 28.1 37.2

Best estimated Lo.2

@Reference 13. SD (single and double excitation) ClI
in reference 12 gives 41.8 Hz, which is exact in the
basis set employed, since SD C! is exact for a two-e-
lectron system.

Table 2. Nucliear magnetic shielding {(in ppm) of HF.

Gauge
Origin Faud Fald Falp Fo chd Hcld Halp Hy
CHF 481.8 L82.4 -103.1 L13.5 Lk.0O5  1.56  17.66 27.50
MBPT
Zeroth order : 481.8 4B2.4 -38.62 LL .05 1.56 11.96
First order -26.37 3.53
Second order F -14.46 1.18
CHF type -16.31 1.24
non-CHF type -0.54 -0.23 1.85 0.41 1.34 -0.06
Total sum 481.3 482.2 -79.45 428.9 LL.k6  2.90  16.67 27.89.
CHF 4L81.8 L67.3 -91.93 410.9 L4.05 140.7 -113.8 32.58
MBPT
Zeroth order L4L81.8 467.3 -11.00 L .05 140.7 -90.50
First order -33.74 -17.75
Second order H -22.68 -2.34
CHF type -22.20 ~-4.20
non-CHF type -0.54 -~-0.38 -0.48 0.41 -0.19 1.86
Total sum L81.3 L466.9 -67.42 L426.8 LL. W6 140.5 -110.6 3L.75
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excited states are required. :

An MBPT calculation of the coupling
constant with an extended basis set was first
performed through first order in correlation
for the Fermi contact contribution in the HD
molecule by Schulman and Kaufman (6). The
calculation was extended to second order by
Itagaki and Saika (7), but the result with 62
Gaussian type orbitals was still far from con-
vergence as shown in the first column of
Table 1.

In this connection, the finite-field many-body
perturbation theory (FF  MBPT) (8,9)
deserves some consideration. The scheme
incorporates effects of external perturbations
by finite perturbation theory prior to the estima-
tion of correlation effects. The effects of
electron correlation are then calculated dia-
grammatically in terms of the perturbation-a-
dapted single-particle states. Thus, the
perturbation-induced relaxation effects (8,9)
are taken into account to infinite order, while
the true correlation effects are obtained to a
finite order by the MBPT approach. Therefore,
it provides an efficient means for cases where
the effects of external perturbations are quite
notable. Indeed, this technique has been suc-
cessfully applied to electric field properties,
reproducing them with sufficient accuracy
(8,9).

On the other hand, the FF MBPT
method has not been applied to magnetic field
properties, because the imaginary nature of
magnetic field perturbations requires a much
greater computational effort as compared with a
real perturbation. For the Fermi contact
contribution to nuclear spin-spin coupling, how-
ever, FF MBPT calculations can be performed
without involving too much labor. Since finite
perturbation theory or equivalently coupled
Hartree-Fock (10) (CHF) calculations usually
overestimate the magnitude of the Fermi
contact contribution to nuclear-spin coupling,
and the rather large overestimate is likely to
originate mainly from the neglect of electron
correlation, it is of particular interest to see
whether the MBPT approach based on the
field-dependent single-particle states can recover
a significant portion of the correlation effects.
Thus we examined the validity and the tract-
ability of the FF MBPT scheme for the Fermi
contact contribution to nuclear-spin coupling,
with an example of the hydrogen molecule (11).

The MBPT calculations were performed
by computing the field-dependent energy dia-
grams through third order in electron correla-
tion. To further improve the convergence with
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respect to the Fermi contact perturbation, we
relaxed the fixed-basis-set approach by opti-
mizing the scaling factor of the orbital expo-
nents in the presence of the Fermi contact
perturbation. Since the basis-set problem is
extremely acute in thc Fermi contact contribu-
tion, requiring an amply extended basis set, this
approach appears promising and appealing.

In carrying out numerical differentiations
of the interaction energy between nuclear spins
I, and Ig expressed as (3)

E(L,Ig)=hT,T 51, .
(D

we employed the finite-difference method devel-
oped by Kowalewski (12):
E(1,,Ip)

OE(ug,pip) |
— P
BIAaIB l4,1p=0 Ya¥e

OpaOtp  ju,mp=0

S Elpg,pup) —Elpy, —pp)
2 apip '

=Y4YVB
2

The value of up and ug was chosen so as to
bring the zeroth-order FF MBPT value of Jpp
into reasonable agreement with the CHF value.

While the uncoupled Hartree-Fock (UCHF)
value of 12.4 Hz for the Fermi contact term
in HD, corresponding to the zeroth-order value
in the ordinary MBPT approach, underestimates
the best estimated Fermi contact contribution
of 40.0 Hz (13) by 69%, the CHF value of
54.3 Hz, equivalent to the zeroth-order FF
MBPT value overestimates it by 36%. This
much deviation of even the CHF value is rather
unusual in view of small deviations of the CHF
values from experiment in the case of the
electric dipole polarizability (8,9), magnetizabil-
ity, and nuclear magnetic shielding (14).
Before discussing this point, we shall first
analyze the correlation corrections.

We see from the second column of Table
1 that the second-order correction is negative
and large, amounting to almost 30% of the zer-
oth-order value. As for the third-order correc-
tion, it is also negative but already fairly
small, being only "3% of the zeroth-order
value. Furthermore, the final value through
third order, 37.2 Hz, is in fair agreement with
the best estimated value. This rapid conver-
gence of FF MBPT expansions demonstrates
that FF MBPT affords a computationally
tractable, efficient scheme of calculating the
Fermi contact term. For reasons to be
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described in the next section, on the other
hand, the CHF method may be a very good
approximation in calculating the contributions
other than the Fermi contact term.

Finally, we add a transparent physical
interpretation of the general overestimate by
the CHF method. As given by eqn. 2, the
nuclear-spin coupling is proportional to the
_energy difference between the parallel and anti-
parallel nuclear-spin states:

A positive coupling constant is expected, because
the antiparallel nuclear-spin state must be
more stable in conjunction with the paired
spin state of the bonding electrons. This
situation is already realized at the CHF
level. Now let us consider the effects of
electron correlation. For the parallel nuclear-
spin state, @« and B electrons have an equal
weight on both nuclei similar to the 1o
orbital in the absence of the Fermi contac%
perturbation. The only difference is that the
electron of spin parallel to the nuclear spin,
say, the 8 electron, becomes more diffuse.
The difference in the polarization is, however,
fairly small and consequently both electrons have
a considerable overlap. This leads to a large
correlation energy for the parallel nuclear-spin
state. For the antiparallel nuclear-spin state,
on the other hand, « and # electrons are differ-
ently polarized; each electron has a larger den-
sity on a proton of opposite spin. Thus, both
electrons have a smaller overlap and thereby a
smaller correlation energy. The difference in the
correlation energies then makes a negative cor-
rection

(= | Econ(11) | )~(— | Ecore(11) | ) <O

to the overestimated

EYF(11)—EYF(1)),

which is ascribable to an unbalance in the left-off
electron correlation in the parallel and anti-
parallel nuclear-spin states. The same argu-
ment applies also in cases other than that of
directly bonded nuclei.-

III. NUCLEAR MAGNETIC SHIELDING

When a magnetic field is applied to an atom
or a molecule, currents proportional to the
field are induced. These currents may inter-
act with either the applied field or magnetic
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nuclei in the system. The former interaction
can be observed as the magnetizability and
the latter as the nuclear magnetic shielding.
Both of them are due to the same induced cur-
rent as a linear response to the applied field,
only their dependences on the distance from
the gauge origin being different. Inclusion of a
major portion of electron correlation effects on
such linear responses is required for the
theory to have any predictability. However,
the situation with respect to correlation correc-
tions in magnetic cases is much less satisfactory
than in electric cases. _

Here, we present a systematic study (14) of
correlation effects on the nuclear magnetic
shielding for the HF molecule as a prototype
example of simple diatomic molecules, using
MBPT. The Hartree-Fock potential in® the
absence of the external field is wused for
generating one-electron states. The result is
compared with CHF calculations to assess
the validity of the latter approach. The results
are summarized in Table 2 (15). First, we briefly
touch upon the diamagnetic term and then con-
centrate on the paramagnetic term.

The CHF method gives no correction to the
diamagnetic term, so the second-order corre-
lation correction to it calculated by MBPT
is included in the table. It can be seen
that the correction is quite small and conse-
quently its contribution to the total
shielding is negligible.

The CHF fluorine shielding value agrees
satisfactorily with experiment and appears
nearly gauge invariant. On the other hand,
the proton shielding value shows poor gauge
dependence. The values with the gauge ori-
gin at the F nucleus may probably be pref-
erable, since F is closer to the centroid of
the electronic charge. The apparent good
gauge dependence of the fluorine shielding
may be due to a fortuitous cancellation, but
the details are not fully appreciated yet. )

In order to analyze the effects of electron
correlation and assess the validity of the
CHF approach to nuclear magnetic shielding,
we shall examine the MBPT results. The
first-order correlation correction corresponds
to the first-iterated correction by the CHF
method. As exemplified by the perpendicular
component of the paramagnetic fluorine
shielding, the particle-hole ladder type dia-
gram makes a dominant contribution of -29.00
ppm. The dominance of ladder-type diagrams
for nuclear magnetic shielding continues to
hold for higher orders. Diagrams contained
in the CHF iteration were termed the
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apparent correlation effects by Sadlej (9).

Non-CHF diagrams, which were termed the
true correlation effects by Sadlej (9), first
appear in second order. Among the second-order
non-CHF diagrams, each diagram having two
one-electron operators attached to the same
loop is large. in magnitude, some of them
being even larger than ladder-type diagrams.
Those diagrams having large values individu-
ally are nearly cancelled by one another’s count-
erpart for fo P. Although patterns of cancel-
lation are somewhat different depending upon
the molecules, it still holds good that the sec-
ond-order non-CHF diagrams make an inappre-
ciable contribution to nuclear magnetic shielding.
Since the nature of operators other than the
Fermi contact interaction in nuclear spin-spin
coupling is similar to that of the nuclear
magnetic shielding operators, non-CHF dia-
grams are expected to make only a ftrivial
contribution also to nuclear-spin coupling except
the Fermi contact term..

The fluorine chemical shift between HF
and F, is a classic problem of the chemical
shift first qualitatively discussed 30 years ago
(16). We analyze the problem here in terms of
diagonal ladder diagrams. In HF, major contri-
butions to the paramagnetic term come from the
interactions of the highest occupied 1w orbital
with the 40 and 50 orbitals, which correspond
to the counterclockwise currents of the =
orbital around the angular node precisely at the
fluorine nucleus.  Excitation from the 30
orbital to the 2r, 3w, and 6w orbitals gives
rise to clockwise currents around F, leading to
the diamagnetic term. The above diagrammatic

picture is too simplified in the sense that the -

large off- diagonal contributions are neglected,
but may still help our understanding. In the
case of F, , the 1r -30, pair makes a con-
spicuous paramagnetic contribution, corre-
sponding to the paramagnetic currents in the
simple atomic model (16).

IV. CONCLUSIONS

Effects of electron correlation on the nuclear
magnetic shielding and the nuclear spin-spin
coupling have been analyzed by comparing
MBPT and CHF results. MBPT  expansion
through second order in electron correlation
with reference to the Hartree-Fock Hamiltonian
in the absence of the external fields shows that
diagrams not included by the CHF method make
only a small net contribution for these
properties except the Fermi contact nuclear-
spin coupling. Therefore, the CHF method is
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expected to provide a viable and reliable tool
for calculating them. However, it generally
overestimates the Fermi contact term. The
overestimate originating from the unbalanced
incorporation of electron correlation can be
efficiently and systematically corrected by the
FF MBPT approach.
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RECENT NUCLEAR MAGNETIC RESONANCE INVESTIGATIONS IN ROMANIA
-A Felix Bloch Commemorative Lecture*-

Ioan Ursu

National Center for Physics
P.O. Box 5206
Magurele-Bucharest, Romania

If one accepts science as a part of frontier
life, that is — as strife and struggle, there seems
to be no better and dignified way of paying trib-
ute to pathfinders than talking of plain hard
work. At four decades since its discovery,
nuclear magnetic resonance spectroscopy is an
almost basic tool, a most remarkable one,
exceedingly pervasive by now in an astounding
variety of fields. It is, perhaps, only its belonging
to the high technology realm that hinders an
even wider and quicker dissemination of its
power in all the many areas of human endeav-
our where "knowing why" is an irreducible pre-
requisite of "knowing how."

The discovery by Bloch of magnetic reso-
nance phenomena in 1945 had indeed a great
impact on various branches of science like phys-
ics, chemistry, life sciences, etc. Today its appli-
cations range from fundamental research in
physics (materials science, solid state structure,
phase transitions, very low temperatures, etc.,
chemistry (molecular structure, chemical reac-
tions), biology-biophysics (water and ionic diffu-
sion across membranes, drug-membrane interac-
tions, water ordering in biological systems) to
many applied fields like the chemical industry —
where it became a routine quality control techni-
que, or agriculture (determination of content of
oil, water or proteins in seeds and other prod-
ucts) or geology and oil technology (magnetome-
try, among others). Today one witnesses the
penetration of NMR into clinical investigations,
as a most fascinating and sophisticated develop-
ment: the NMR imaging of the depths of the
human body.

A glimpse at the whole development of the
NMR field can bring us to better understand and
properly appreciate the importance of Bloch’s
brilliant discovery that, in his original papers of
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1946, he had called "nuclear induction.” It
should be stressed that many of the actual NMR
achievements that followed over the years were
proposed and predicted by Felix Bloch in these
papers.

At the beginning of his research activity
(Leipzig), he started as a theorist, developing the
theory of electron conduction in metals. Later, in
the U.S.A., he entered experimental physics,
proposing a novel method for measuring the
neutron magnetic moment (1936); the relevant
experiment was carried out successfully in 1939.
In fact, the ideas propelling this experiment
induced him into believing that the change in
orientation of nuclear magnetic moments should
yield a measureable voltage signal in bulk mat-
ter. He proved it to be a fact after the war
(1945) (1), when the radiofrequency techniques
had been brought to an advanced level. In 1946
he published the extended paper on the theory of
"nuclear induction” (2), followed by a second one
(3), presenting the experimental evidence of the
phenomenon,

Typically, Bloch acted as a brilliant theorist
who had to grow as an ingenious experimental-
ist. It is interesting to note that this quality of
the "father" of NMR eventually developed into a
distinctive pattern of all subsequent important
developments in NMR, related to such concepts
and methods as spin temperatures, relaxation in
solids, slow motions, double resonances, spin
echos, multiple pulses, etc.; those who developed
theories were eager to, and decisively instru-
mental in implementing the appropriate experi-
mental approach to both prove them and put
them to work.

Back to Bloch’s first theoretical paper on
NMR, it must be pointed out that, beside giving
solution to the equations of the magnetization
motion in the presence of the radiofrequency
fields, he also recognized the importance of
"thermal agitation” and "internuclear interac-
tion" in shaping the NMR signal. In this context
he gave a correct qualitative interpretation of the
nuclear spin-lattice and spin-spin relaxation
times T, and T, respectively, as characterizing
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the response of the spin system reaching thermal
equilibrium. He also devised the phenomenologi-
cal equations describing the change of magneti-
zation due to relaxation processes. These equa-
tions, combined with the equation of meotion of
nuclear magnetization under the influence of
magnetic fields lead to the famous Bloch equa-
tions. It is worth noting that such equations
proved to describe a wider range of phenomena
than NMR. The quanturmn mechanics calculation
of the relaxation process in liquids fully proved
the correctness of the relaxation equations intro-
duced by Bloch (in solids only the "longitudinal”
equation was confirmed). These theories
revealed the connection between T,, T, and the
molecular motion in liquids and solids.

Determination of the temperature depen-
dence of T, and T, became a powerful method to
investigate molecular motion, thus confirming a
prediction of Bloch’s in his theoretical paper
(1946). It should be noted that, in its conclusive
lines, this paper hinted also at other important
future developments in NMR, such as access to
very low temperatures, the advent of new high
precision magnetometers, or the use of param-
agnetic impurities.

Bloch made an early observation that the
paramagnetic impurities "in small percentage
essentially act as catalysts and do not otherwise
affect the nucleus under consideration.” The full
application of this idea, with most positive
results, was only recently recognized when the
paramagnetic impurities were used to label the
intracellular or extracellular water in biological
systems. This method, successfully applied in the
case of erythrocyte membranes and phospholipid
vesicle membrane, made possible the NMR
investigation of water transport across the biolo-
gical membranes and permitted the study of
drug effects on membrane permeability or the
change of permeability due to pathological alter-
ations of the cells. The dynamic polarization of
nuclei — that stands today as a valuable asset in
both theoretical and experimental nuclear phys-
ics — is also worth highlighting in the fallout of
the original recognition by Bloch of the potential
importance of paramagnetic ions in a sample.

Today NMR — and all kinds of magnetic
resonance techniques for that matter — is an
established field, proud of its identity and promi-
nence. Existence of the International Society of
Magnetic Resonance — the ISMAR, and of
AMPERE — the Atoms et Molecules par Etudes
Radio-Electriques — ring the sound of a world-
wide community and interaction. Our Interna-
tional Summer School of Magnetic Resonance in
Mangalia, Romania (1969), that has grown since
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into a series of regular AMPERE schools and
colloques held in various countries over the Con-
tinent, and also the XVIth Congress AMPERE
held in Bucharest (1970) — the first Colloque of
this organization to be upgraded to a Congress —
convincingly prove its importance. -

The beginning of research on magnetic reso-
nance phenomena in our country dates back to
1956 - 1957. A major impetus to this work came
from meeting the discoverer of NMR in Princeton
during my stay there. At this commemoration of
Felix Bloch I must say that I owe much of my
enduring invelvement with magnetic resonance
to meeting him in Princeton, thus getting first-
hand insight into the matter, a flavor of how
much can be done on it and an opening to how it
can be done. His research style and work helped
inspire us to establish in this country an active
school of magnetic resocnance, now endowed with
modern labs and gathering fine experts in
Bucharest, Cluj, lassy, Timisoara, not to speak
of the commercial facilities available for an
increasing number of customers in industry,
agriculture, health care, over the country.

It is with all of this in mind that I wouid like
to speak now of some of our current work. I have
neither the intention to give here a comprehen-
sive historical appraisal of all our work over the
years, nor am I able to cover the whole range of
topics and projects under way. Compiling an
exhaustive list of references would hardly help
the scope of this commemorative lecture either;
such lists are available from several review
papers and books (4-7), most of them related to
our work in Bucharest and Cluj. Because of my
belief that NMR is now an established science, I
will describe only two topics that I find both rel-
evant and that we are now working on. These
are (i) nuclear spin-spin and spin-lattice relaxa-
tion in UF_ — an isotope effect investigation; and
(ii) nuclear spin-spin and spin-lattice relaxation
in 1-X-adamantanes — the molecular dynamics
in the vicinity of order-disorder phase tran-
sitions.

We shall be dealing, therefore, mainly with
results of nuclear spin-lattice relaxation experi-
ments on some molecular crystals. Recall that,
as in many other fields, Bloch’s and Purcell’s
ideas regarding the relaxation process in solids
have found application in the investigation of
molecular motion in this class of compounds. The
NMR experiments were essential to determine
the motional properties of the plastic phase in
molecular crystals and helped in the understand-
ing of the order-disorder phase transition in such
compounds.

More recently, interest in such NMR
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investigations has increased once high resolution-
very cold neutron experiments proved feasible
and the theory of structural phase transition was
developed for molecular crystals. This trend
allowed a comparison of NMR and cold neutron
data and a better understanding of the mecha-
nism of molecular motion in different phases of
molecular crystals.

NUCLEAR SPIN-SPIN AND SPIN-LATTICE
RELAXATION IN UF, — AN ISOTROPIC
EFFECT INVESTIGATION

Utilization of NMR techniques in order to
perform isotopic assays of 223U in the various
chemical environments that accompany this rel-
evant isotope all along its intricate path in the
nuclear industries has long been seen as a chal-
lenge worth study in our labs in Bucharest and
Cluyj (8-14). The work was naturally targeted on
UF, — a compound of great importance in the
nuclear fuel cycle (15).

Addressing head-on this task can hardly
yield results of any practical value: direct detec-
tion of 223U by NMR is difficult indeed, due to
the low sensitivity of this nucleus — 2X10°5 rel-
ative to protons at equal magnetic field; it would
thus require very high fields and a large data
acquisition capability. Direct detection would
then appear as a time-consuming, infrastructure-
intensive method — a fact that can make it pro-
hibitive for current applications in nuclear tech-
nology.

To circumvent this difficulty, we proposed a
indirect method that uses the detection of 1°F.
The presence of 2**U is detected through
recording changes in the ! * F spin-spin relaxation
time T, that is due to **F-?**U indirect-scalar
interactions. Such interactions, modulated by the
strong quadrupolar relaxation of 233U leads to
an additional relaxation mechanism for * *F. One
can expect the effect is stronger in the liquid
phase, where the dipolar interactions and the
chemical shift anisotropy are reduced.

Samples and Experimental Procedure

Samples of uranium hexafluoride with differ-
ent degrees of 225U enrichment ranging from I
= 0.005 to I = 0.93 were obtained from two
different sources.

Two sets of samples were supplied by British
Nuclear Fuels Ltd. at nuclear purity and one set
was prepared in our laboratory. The preparation
methods were different for these two sources
(10). For the home-made set the procedure kept
the concentration of paramagnetic impurities at
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the lowest possible level, in order to minimize
their effects on T, of **>F. The use of three sets
of samples allowed us to set an upper limit of the
errors introduced by paramagnetic impurities.

The NMR equipment used in this experiment
was a variable frequency Bruker pulsed spec-
trometer (SXP 100). The same spectrometer was
used in the FT mode, in order to obtain high res-
olution spectra of * *F.

The spin-lattice relaxation times Tj;7 and
Tp were measured with the usual sequences
(16-21): [r/2)y —7 —@/2),] and
[ar/2)y—T,—@r/4),, —7—(@/4),,] - respectively.
In the case of liquid samples T, was measured
using the CPMG sequence (16).

Results and Discussion

The isotope effects are clearly observed in
the liquid phase of UF,. Figure 1 shows the
dependence of T, on ??*U enrichment at differ-

- 100
a0t @ EQMHz-0 T=338K

0+ 86 T5MHz - © @
b) 8475 M- +

Figure 1. '°F transverse nuclear magnetic
relaxation rate (T, *) versus 2**U enrichment
in liquid UF, at T = 338 K: a) the BMF -sam-
ples measured at H, = 60 MHz and 84.75 MHz;
b) the home-made samples measured at H, =
84.75 MHz.

ent temperatures. It should be noted that the
relaxation rate T, at the highest enrichment
is about 13 times shorter than that at natural
abundance of 22%U. The experimental points lie
on straight lines, indicating that the spin-spin
relaxation time T, of !*F depends linearly on
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the ?**U enrichment. This dependence was
found in all three sets of samples used in the
experiment. The relaxation times T, measured
at two different frequencies were identical within
the limit of experimental errors.

These results. were confirmed through a
complementary approach, by high resolution * *F
spectra in liquid UF,. The spectra show a single
line with no fine structure for all samples (Figure

9D 35k
" b—t
F-Uf; b) 100my
T=345K 0
%-84.64 MHz Fug
=05% T- 345K
Y= 8454 MHz
-85.91%

v . o)

Figure 2. *°F high resolution NMR spectra in
liquid UF, recorded at H, = 84.63 MHz and T
= 345 K. Spectra (a) and (b) correspond to the
samples with the enrichments I = 0.007 and 1
= 0.84, respectively.

2). The presence of the 23*°U isotope induces
only a strong line broadening. At a high enrich-
ment the linewidth reaches a value of 36 Hz, i.e.
an increase by a factor of 9 as compared to the
linewidth of the natural abundance samples (~4
Hz). The spin-lattice relaxation time T, shows a
weak dependence on I (Figure 3a, b) and no sig-
nificant frequency dependence, even in the case
of the highest enrichment.

The spin-lattice relaxation of the Zeeman
reservoir (TIZ) and of the dipolar reservoir
(Typ) were measured as a function of tempera-
ture and enrichment in the solid phase of UF,
(Figure 4a, b). No isotope effect on the relaxation
rates was detected. The temperature dependence
and the activation energy (E, = 0.71 eV) found
in the solid phase of UF, are in agreement with
previous results obtained on natural UF, (22).

Relaxation Mechanisms

Previous investigations of UF, (at natural
abundance of 22%U) (23) have determined that

108

the main relaxation mechanism in the liquid
phase of this compound is due to the spin-rota-
tional interaction (SR), whereas in the solid
phase the chemical shift anisotropy (CS) provides
the dominant mechanism. In both cases the
dipole-dipole interaction (DD) provides only a
negligible contribution.

In these studies the F-U interactions were
not taken into account, since ***U was at very
low concentration and 23*U has no magnetic
moment.

When 22*U is replaced by 22 * U, the nuclear
1*F.2357 indirect-scalar interactions become
important and they may create a new relaxation
path for **F.

For the relaxation rates Ty * (L = 1,2) of
**F-nuclei in liquid UF, we may consider the
following equation:

Tyt =Ty Mg + Ty s +
(TL""pp + (T, Vg

(TL“)Q accounts for the quadrupole relaxation
process and is due to the large quadrupole
moment of 233U,

The first three contributions do not explain
the enrichment effect and should be discarded on
the following grounds:

- the theoretical predictions for the fre-
quency and temperature dependence of the
relaxation rates T,”* and T,”* (8, 23) as
determined by the chemical shift anisotropy
or the dipole-dipole interactions are contrary
to the experimental data;

- the relaxation through spin-rotational
interaction might explain the observed
temperature and frequency dependence.
However, since the change in the inertial
momentum of the UF, molecule is negligi-
ble when 225U replaces 2*U, the relaxa-
tion rate due to this mechanism should not
change significantly and, therefore, it can-
not explain the enrichment dependence.

Since the quadrupole momentum of *3*3U is
relatively large, any distortion of the UF, mol-
ecule leads to a large quadrupole interaction (24).
Reorientation of the UF, molecules provides a
very strong relaxation mechanism for the *33U
nuclei through their quadrupole interaction with
the electric field gradients within the molecules.
If 7_ is the appropriate correlation time for the
reorientation, e?qQ/h is the quadrupole coupling
constant and 7 is the asymmetry parameter,
then the relaxation times of 2?*®U-nuclei in the
extreme narrowing limit are given by (25):
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Figure 3. a) Longitudinal relaxation rate T,~?* of
1*F in UF, vs. enrichment at three different
temperatures and b) T, ~* vs. T * at two differ-
ent measuring frequencies for the highest
enrichment.

TLQ™* = (1/98)(1+7?/3)(eq@Mh)*r

The rapid relaxation of the uranium nuclei
induces rapidly fluctuating magnetic fields at the
fluorine nuclei sites through the indirect-scalar
coupling J /®S; this mechanism has been
described in (25) as a type II scalar relaxation
process. The contributions to the *°F relaxation
rates are:

Ty
(T,"? )Q = (21/2)J? )
1+p — wU)"' Tle
(T,”? )Q =
Ty
Qu4)d*| T+ 2

1+p — oyl Tiy?

ASwU << wp = 5X 10® s~ and TlU is .

presumably longer than 10™* s, the relation wp
— wy?Tiy® >> 1 holds and eqns. 1 and 2
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Figure 4. a) ! °F longitudinal relaxation time T,
in solid UF, at 60 MHz and b) *°F high field
dipolar relaxation in solid UF, at 60 MHz as a
function of temperature.

have the approximate form:

109



(T, ) = 0,
© e @)

(Tz")Q = (1029/2)J* [(1-!-7)’/3)(qu/h)2]-rq'1

Egn. 3 explains why T,~* does not depend on
the presence of ?**U while T, * depends on it
via (T,”')q contribution. The temperature
dependence predicted by eqn. 3 is correct as long
as the usual assumption 7 = qu exp(E,/kT) is
valid. One should note that in the limiting cases
I = 0 and I = 1, the relaxation rates are
(T 1), = (Tp"*)gg and (T"*), = (P Y)gg
+ (T, *)Q. These values are obtained from Fig-
ure 1 by extrapolation:

(T,%) = 4287 (T,”%), = 78457}

For intermediate enrichments I = x, xN
molecules will relax with (Ty~*), and the others
(1—x)N with Ty 1)s- In this case, if there is no
intermolecular  exchange the decay of
1% F.transverse magnetization should be the sum
of two time-dependent exponentials with decay
constants (T,"*), and (T, *), and the FT spec-
tra should be the superposition of two lines with
different line broadenings.

For all values of I we have observed only a
single exponential decay and FT spectra do not
reveal the. superposition of two lines. Conse-
quently, we concluded that in the liquid phase of
UF, an intermolecular mechanism spreading
magnetic information over the whole nuclear
magnetic system should exist. In this case one
observes a single exponential decay (a single line
in the FT spectrum) with an effective relaxation
rate:

(T, Ve = (1I=I(T, g + LT, *)g @)

Egn. 4 gives a reasonable explanation of the lin-
ear dependence of the observed relaxation rate
T,™? on the 22*U enrichment.

Since we found that (T,"*)gg << (T,"*)
from eqn. 4, it follows that for a relatively high
enrichment (I = 0.8),

(T, Degr= LT, *)q~ 7q

The semilogarithmic plot of (T, * )¢ against
T-* at I = 0.89 is linear (Figure 5), with an
activation energy E, = 0.072 eV — a value
close to that found in natural UF, (23) using T,
measurements. This indicates that the quadru-
pole relaxation of 22*U in liquid phase of UF,
involves the same type of molecular collisions
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(i.e. the same correlation time) as the spin-rota-
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Figilre 5. Semilogarithmic plot of the (T, %)

‘relaxation rate versus the reciprocal tempera-

ture.

tional mechanism.

The guadrupolar mechanism assumed above
is confirmed by the high resolution spectra. The
nuclear scalar coupling ! ?F-?35TU should lead to
a multiplet structure. In the case of a sample
with I = 0.89 the ! *F spectrum should reveal a
central line corresponding to molecules with
2337J (S = 0) and eight symmetrical satellites of
about the same intensity corresponding to the
molecule with 233U (S = 7/2). Experimentally
this pattern could not be detected, since the rapid
fluctuation of 2323 U-magnetic moment induced by
the strong quadrupolar relaxation leads to the
collapse of the multiplet structure, the emerging
spectrum being a single broad line (Figure 2).

We note that in similar compounds, such as
MoF, and WF, the coupling constant J is 47 Hz
and 44 Hz respectively (26).

Assuming that J is about the same for UF,
too, one can obtain the order of magnitude of
Ty from eqgn. 3. Using (Tz")Q = 78 s and

= 47 Hz one obtains Tyy= 6X 10 "? s and J
Tyy=038<1

The absence of a narrow line due to the

233 J.molecules suggests again the existence of a
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mechanism to convey the magnetic information
between 22*U and *23U molecules. Such a
mechanism may be generated either by an inter-
molecular indirect-scalar interaction F-U, or by
an intermolecular atomic exchange. The latter
possibility is suggested by the fact that it was
observed in compounds of the form UR, (27).

The relaxation rates Tyz"* and Typ™* in
the solid phase of UF, do not depend on ***U
isotopic abundance (9). The frequency and temp-
erature dependence agrees with previous results
on natural UF, (22). the dominant relaxation
mechanism is due to the modulation of the ani-
sotropic chemical shift by the molecular reorien-
tations.

NMR spectra and longitudinal relaxation
rates of ! *F isotope in saturated vapors of ura-
nium hexafluoride have been measured as a
function of 223U enrichment, temperature and
Larmor frequency (13, 14). The linewidth and
T, values show a pronounced dependence on
2357 enrichment. The temperature dependence
of longitudinal relaxation rate in saturated
vapors of UF; (0.7% 2*°U) is similar to that of
other molecula,r2 compounds (SF., WF,, MoF,,
etc.). The "T " /p" low is not recognized in the
case of enriched UF,. This fact, corroborated
with the homogeneous broadening of *°F
absorption line in the high temperature domain,
proves that **F-223*1U scalar coupling modulated
by time-fluctuating quadrupole interaction of U is
the dominate relaxation mechanism.

Summing up the results we arrive at the fol-
lowing conclusions:

(a) the isotope effect, studied for the first
time on UF, follows a linear dependence of
the '*F transverse relaxation rate on the
U-enrichment in the liquid phase of UF,; a
similar isotope effect was observed in UF,
saturated vapors;

(b) the frequency and temperature depen-
dence as well as the isotope effect can be
explained by taking into account the selec-
tive contribution of the quadrupole relaxa-
tion of the #?*U nuclei to the relaxation
rates T,”* and T,™* of F-nuclei.

(c) this contribution is dominant over
dipole-dipole and spin-rotational interactions
for the transverse relaxation rate. Our data
allowed a study of the temperature depen-
dence of the quadrupolar contribution. The
activation energy obtained from these data
is very close to that found through T,
measurements in natural UF,. Therefore,
we conclude that the quadrupole relaxation
of 225U is generated by the same type of
molecular collisions as in the case of the
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spin-rotational mechanism;

(d) the high resolution spectra of **F show
a collapse of the multiplet structure, thus
confirming the assumed model;

(e) the existence of a single transverse
relaxation rate at different enrichments
suggests the presence in the liquid phase of
an intermolecular mechanism that spreads
magnetic information over .the entire
system of spins;

(f) under certain conditions (inter alia —
availability of a small specialized spectrom-
eter) the isotope effect may be used as a
fast NMR method to determine the
35 [-isotopic abundance.

Our current work aims at (i) a fully devel-
oped theory of the isotope effect in NMR on
gaseous UF_ and (ii) establishing whether or not
an isotope effect is identifiable in the solid phase
of UF,; to this end, the use of nuclear double
resonance is envisaged. These topics, which are
potentially relevant for monitoring production
and safeguards in some nuclear industries, enjoy
also the interest and support of the International
Atomic Energy Agency.

NUCLEAR SPIN-SPIN AND SPIN-LATTICE
RELAXATION
IN 1-X-ADAMANTANES — MOLECULAR
DYNAMICS IN THE VICINITY OF
ORDER-DISORDER PHASE TRANSITION

The molecular crystals may be characterized
by strong intramolecular forces of covalent
nature and weak intermolecular forces. As a
consequence, the molecules in crystals behave
like rigid bodies executing librations and/or reo-
rientation jumps against the weak intermolecular
forces.

For many purposes these forces were suc-
cessfully described by atom-atom interaction
potentials of the exponential-6 type function (28).

Many molecular crystals undergo structural
phase transitions. A special class of them are the
molecular crystals with a plastic phase. This
class has a very low fusion entropy indicating
that the crystal has lost a part of ordering
already before the melting point. The low fusion
entropy is due to the fact that in the plastic
phase the crystal is orientationally disordered
(i.e. the molecules may occupy several orienta-
tions in the crystal).

At lower temperature the plastic crystals
undergo a solid-solid phase transition with an
orientational ordering of the molecules in the low
temperature phase.

The studies of these phase transitions,
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undertaken by different methods (X-ray, NMR,
neutron diffraction) on some compounds consid-
ered as models (adamantane, NH, Cl, CH,) has
established that the transition is of a dynamical
type. Therefore the investigation of molecular
motion above and below the transition tempera-
ture is essential in order to describe the mecha-
nism of such transitions.

The great variety of results regarding the
properties of plastic phases (e.g. entropy of tran-
sition, plastic range) in different compounds
could not be reconciled through attempts to relate
in an empirical way the measured quantities
" with the shape and symmetry of free molecules
(29, 30). On the other hand, theoretical calcula-
tions have shown that such differences as those
between adamantane (C, ,H, ) and hexamethy-
lenetetramine (C H, ,N,), molecules with simi-
lar structure and shape, could not be explained
. only by the variation of atom-atom potentials
due to the replacement of C by N (28).

All of these results suggest that, in order to
reveal the role played by different factors, a
valuable approach is to study a group of similar
compounds with slightly different molecular
properties — like the molecular symmetry, elec-
tric dipole or the nature of the substituent.

In order to provide, through such an
approach, some new information about the
molecular motion and the order-disorder phase
transition, we undertook an NMR investigation
of 1-Cl, 1-Br, and 1-NH,-adamantanes (31, 32).
Their molecular structures are closely related to
each other and to that of adamantane (Td sym-
metry). On the other hand, when scanning the
above sequence of compounds one notes that
some of their properties depart gradually from
those of adamantane; thus

(i) the symmetry is increasingly lower: the
first two compounds (Cg, molecules) have
only one C,-molecular symmetry axis,while
the third compound has no molecular sym-
metry axis at all (Figure 6);

(ii) the Van der Waals radii are increasingly
larger, as well as the electric dipole;

(iii) the atom-atom potential is gradually
changed.

Experimental Results

The temperature dependence of the proton
spin-spin relaxation time (T,), of the spin-lattice
relaxation of the Zeeman reservoir (T7) and of
the dipolar reservoir (T1p) on powder samples
are shown in Figures 7, 8a, b, c. T, was defined
as the time when the FID signals decay to half
of their initial values.
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Figure 6. Molecules of adamantane, 1-Cl, 1-Br
and 1-NH, - adamantanes.

The main results may be summarized as
follows:

1. In each of the three compounds there is a
certain temperature Ty where T, becomes
shorter, indicating a motional line-narrowing
process. For 1-Cl and 1-Br-ad, these tempera-
tures coincide with the reported transition temp-
eratures determined by d.s.c. measurements
(29).

2. At the same temperatures Tz has a
strong anomalous decrease (or increase). Below
these temperatures, the temperature dependence
of Tyg, is of V-type (B.P.P), indicating a relaxa-
tion process due to an energy-activated molecular
motion. The activation energy and the correlation
times were obtained from a least squares fit of
experimental data (solid lines in Figure 8) to the
usual expression of T17:

Te 4‘rc

1+ (wo'rc)2

Tz =C
12 [ 1+ 4@,7c?)

= Cf(ry) (5)

and 7, = 7,exp(E,/kT).

The same procedure was used in the high
temperature phase {x-phase) of 1-Cl-ad which
diplays a Tyz minimum in this phase too.
1-Br-ad and 1-NH, -ad do not have such a mini-
mum in the a-phase and no independent infor-
mation about 7, and C could be obtained if one

Bulletin of Magnetic Resonance



m oo

i

- 19 it
4 f

! ]
- /; :” }(
. { 4
- ; et P

-‘—‘-—dO-—— B i e

Wi~ e I-8-Ad

o I1-01-Ad
1 r ’l-”’:z-‘ld ' 1 i 1 A I A A
200 %0 200

N,

S0

-~..__-‘--.-

Jm

Figure 7. Temperature dependence of T, .

| T
"c’-AJlT,Z ® — | LI | ‘} h ’—'z (mS, °
i\ [T 7+ (:r,,, ms) ©  1-Khy-Ad
i ! 8
T+ 6
i s 7+
’Q o
s 51~ S
o b . b
W8
Xl b
.N | - \\\ . 5 [
':. b = ——
© 4 K] ot N —
~F i ° \ 4 4
°
3t 2 i %Po000, N
L o\
= b\ - 3 —
2 - e
i | 4 2+
" - woe | |
] B 1 1
1 AU N VR T T s 11 -
3 35 4 45
a b. c.

Figure 8. Semilogarithmic plot of T1x (¢ and Ty, (0) versus T~ *. The solid and dashed lines are a least
squares fit of eqns. 5 and 6 to experimental data.

Vol. 7, No. 2/3 113



TABLE 1

Ordered B8 -phase : Disordered a -phase

T (5 E, X0 w0® |E |Ep| Ty r
1-Br-Ad. g 106 | 1.4 71072 | 1072} 8.5 127 | 86 3.17
1-Cl-Ad. ~ 8.3107°] 6. 85 10102 | 107218 |6.85|29 |198.3 | 4.23
1-NH,, -Ad. 6.91071°| 5.4 27102 | 2 10718 |5 23 | 209 4.6
Adamantane 10 les 1.610% | 1,610 3 |36 |331.4 |12

% Calculated at T = 312 K with p of a f.c.c. structure.

Fusion temperatures T  taken from Ref. 29 and adamantane data from Ref. 235
. .M .
Ea and ED are given in Kcal/mol.

TABLE 2
"N z n, S
(Kn)ij _ (K3)ii Kn ' ,(Kn)ij/s Ky ,Z_(Ks)ij/
i<j 1 <}
2 2 6 1 .4 1 .2 6
A (1—300$ aij) /41'ij (881n (9ij+4sm ZOH)/I'ij 0.3 0.185
B |( —3cos20..)2/4r(.5. lsin40../r(.;. 0.3 0.555
ij ij18 ij ij
2 2 6 1 4 8 2 6
- —si +=sin ¢ 0. 0.12
C |(1-3cos ()ii) /4rii (4sm oij 3 sin ij)/rij 3 .
2 2 6 1 4 7 2 2 1 6
- —si +=—(1- — 0. 0,222
D |(1-3cos Oij) /4rij (85m 0ij ™ (1-3cos oij) + 18)/rij 3
E K, (isotropic) = r.0 K(isop L . K., (is0)/S=1
1) 1) 1<) 1
1 2 2 6
= - =1~ K. (C.))/S=0.7
C, K (€9 =1 - 3 0-3c0s” 6,) ))/rij K(c3)«.i£j i Y%

eij is the angle between Cs—symmetry axis of molecule and the vector rii connecting the

spins i and j.
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relies only on T, data.

3. For all three compounds, Ty in the high
temperature phase is much shorter than T;y
and has a reversed temperature dependence. The
low values of Ty and the high activation energy
Ep indicate that the relaxation mechanism of the
dipolar reservoir in the a-phase is due to a
slow-motion process.

Below the phase transition temperature Ty
the dipolar relaxation time T1p has a totally dif-
ferent temperature dependence, one that is much
more reflective of a fast molecular reorientation
mechanism. If the dipolar reservoir is relaxed by
the same molecular motion as the Zeeman reser-
voir, then an approximate expression of Ty is
given by (33):

37, 67

+ ]
1+ (aoo'rc)2 1+ 4(w°‘rc’) ©

Tyt = Cirg+

The relaxation times Ty, given by eqn. 6,
are shown as dashed lines in the v-phases. Typ
was calculated using E,, 7, and C obtained from
Tz data. The experimental values are system-
atically lower than the values predicted by eqn 6,
even for low temperatures.

4. The phase transition at Ty is accompanied
by thermal hysteresis of the relaxation times in
the case of 1-Cl, and 1-Br-ad. There is no such
effect in the case of 1-NH, -ad.

5. The NMR relaxation data clearly show
that there is a second phase transition in 1-Br-ad
at Ty = 253 K. There is also evidence that a
second transition might take place at Typ = 217
K in 1-NH, -ad too. The phases between Ty and
Tyy were labeled at a-phase.

Some of the experimental results are given in
Table 1.

Discussion

The high values of T, in a-phases of all these
compounds correspond to a motional line-nar-
rowing process. If we assume a Gaussian line,
the values of T, can be exactly related to the
second moment M, . On this assumption for 1-Cl,
1-Br and 1-NH,-ad, we obtained for M, (@) the
values 0.88, 0.72, and 1.09 G* respectively.

The low values of M, (the expected values of
the rigid second moment is about Mgg = 20 G?)
in a-phases can be explained only by either a
isotropic reorientation of the molecule, or by a
jump reorientation about several axes. The
increase of M, (decrease of T,) below Ty (M, ®)
= 1.0, 7.5, 5.4 G?*) reflects a restricted molecu-
lar motion in (a)-phases. The number of
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orientations the molecule may take in the
B-phase decreases, and the second moment is no
longer averaged to zero (the intramolecular part
of it). Nevertheless, the motion in the f-phase
produces a significant reduction in the second
moment. The values of T, and its temperature
dependence above and below Ty prove that the
molecules lose a part of their degree of orienta-
tion as the a—B transition takes place — which
agrees with the high entropy of transition found
by d.s.c. measruements (29) in 1-Cl and 1-Br-ad.

Usually, for molecules which possess a sym-
metry axis (e.g. the adamantane or NH,Cl) the
reorientation takes place about these axes and
the molecule fluctuates between indistinguishable
orientations, even at a very low temperature. In
the case of 1-Cl-ad and 1-Br-ad the molecule

(Cgy) has a C,-symmetry axis. The reorientation
about this axis leads only to a partial reduction
in the second moment. The strong decrease of
M, in the B-phase can be explained by the set-in
of a new molecular motion that, alone or com-
bined with the reorientation about the C,-axis,
strongly reduces the effective dipolar interac-
tions. Since the molecule has no other symmetry
axes, we assume the new motion that sets-in in
the a-phase to be a jump reorientation of the
molecule between several distinguishable orien-
tations (the C,-axis changes its orientation in
time). On the other hand, the gap between Tz
above and below Tj in 1-Cl-ad can be explained
only by a decrease (a factor of 4) in the a-phase,
of the the parameter C in egn. 5.

In order to explain these results we have
proposed (32) the following model:

(a) the molecule performs two independent
jump reorientations: one about the C,-axis with
correlation time 7,, the other between n distin-
guishable orientations with correlation time 7 ;

(b) the fluctuations between distinguishable
orientations are allowed only in the a-phase. This
reorientation process slows down in the vicinity
of Ty and disappears in the a-phase leading to an
orientational ordering in this phase.

Calculations of correlation functions accord-
ing to this model lead to the following form of
Tyg (32):

Tiz7* = K, f@,) + Kyf(ry) + Kf(r)

with7-? =771 + 772
This model allowed us to test different possi-
bilities of reorientation in the a-phase, on the
assumption of a f.c.c. structure. The results are
given in Table 2 for the following cases:
A. four reorientations parallel to (111, -111,
1-11, -1-11) directions;
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B. eight orientations parallel to ‘the
three-fold cubic axes;

C. four orientations parallel to (111, -1-11,
-11-1, 1-1-1);

D. six orientations parallel to (100, -100,
010, 0-10, 001, 00-1)

E. isotropic reorientation and C, — the case
when the reorientation takes place only
about a C,-symmetry axis of the molecule
(the case of B -phases).

From all these possibilities, the most appro-
priate one to account for the experimental results
in 1-Cl-ad is the case A, since assuming 7 ()
<<T (a) it gives

C@): C)= K(C,): K, = 3.85

which is indeed very close to the reported value
of 4. According to this result, the phase tran-
sition does mnot change essentially the
C,-reorientations, but strongly changes 7, G.e.
the intermolecular potential barrier which
opposes the reorientations between distingui-
shable orientations).

Due to the high activation energy and the
low values of Ty at high temperatures, we are
lead to identify the slow-motion process that
relaxes the dipolar reservoir as being the trans-
lational diffusion of molecules.

The strong-collision theory (34) relates the
mean time of molecular jumps to & vacancy 7 4 to

Tip™* =201 — pirg? .

The temperature dependence of Ty p) shows
that 7 4 is of the formry =1 doexP(Ep/kT).

The values of 73, and Ep) are given in Table
1 assuming a f.c.c. structure for all compounds
(p = 0.223 (35)).

Finally, we mention that we did not try at
present to give a full interpretation of T;p
results in B -phases. One reason is that the form
of eqn. 6 of Ty is valid only when the dipolar
energy resides in intermolecular dipolar interac-
tion (33). Nevertheless, in the v-phase of 1-Br-ad
this approximation is valid and we assumed it
true below Ty, at least in its vicinity. The lower
value of (TID)ex t]. is caused by an additional
relaxation mechamsm which we assume to be
due to the dipolar proton-bromine coupling. Its
contribution to the relaxation rate shown in Fig-
ure 9 was obtained as

Typ” l)Q (Typ” )exptl — (T1D™ Yrotation

Assuming a short relaxation time for the
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Figure 9. Temperature dependence of (TlD‘l)Q
in the vicinity of Ty for 1-Br-adamantane.

quadrupole nucleus Br (T35, < T,), the weak
collision theory predicts (TlD-'l)Q ~ Tygr- The
temperature dependence of (TlD-l)Q reflects
that of T,gRr. Above Ty, T{gr decreases as
Tigr ~ (T — Ty with 8 = 0.43. Below Ty,
TB, has a large increase and tends to reach a
plateau. The temperature dependence of Tip,
displays a critical behavior similar to that found
in some ferroelectrics (36). A check of this rather
speculative result may be provided by a direct
measurement of T,

Finally, we observed that this is a correlation
between the reorientation motion and the trans-
lational diffusion. Clear evidence for this correla-
tion is obtained if one introduces the parameter I’
= E,(rotation)/Ep (diffusion). Experimentally one
ﬁnds (see Table 1) that the plastic range (T,

T,) is a decreasing function of I". This result
agrees with the prediction of the theory devel-
oped by L. M. Amzel and L. N. Becka (37) which
establishes the connection between the transla-
tional disorder (fusion, T,,) and the orientational
ordering (solid-solid) transition, Ty in a
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molecular crystal. Although this theory may
give a qualitative explanation of our data, it is
not entirely adequate for this class of com-
pounds, since the activation energy Ep as meas-
ured by the NMR method is different from the
diffusion used in ref. (37). In fact, Eq is the sum
of two contributions: the activation energy of
migration E ;. Only the last term is taken into
account in ref. (37).

Summing up, we arrive at the following con-

clusions:

1. The temperature dependences of T,, T17
and Typ show that all three investigated com-
pounds undergo an orientational order-disorder
phase transition at Tj.

2. In the high temperature disordered phase
{x-phase) the molecule should reorient between
several distinguishable orientations. At the
same time the molecules perform strong transla-
tional diffusion. The molecular motion process in
this phase is similar to that found in the disor-
dered phase of adamantane, placing this phase in
the class of plastic phases.

"~ A model of motion was introduced based on
Tyz data in 1-Cl-ad. According to this model,
the isotropic motion is very improbable in the
disordered phase.

3. The aof (y) transition is accompanied by
a "freezing-in" of the reorientation between dis-
tinguishable orientations Th —=) and a blocking
of translational diffusion.

4. In the low temperature phase §) the mol-
ecules continue to reorient between a reduced
number of orientations. The results in
1-NH, -adamantane show that such a motion
exists even when the molecule has no symmetry
axis. In fact, it can be argued (38) that
1-NH, -ad has an effective C,-axis (C—N) since
the two protons of the NH, group have a negli-
gible effect on the intermolecular potential.

5. When compared to adamantane, the
results obtained on the compounds under consid-
eration in this section show that substituents
produce a shift towards high temperatures of
transition and a reduction of the plastic range
(Ty, — T). The high symmetry of adamantane
molecule allows it to preserve a high possibility
of reorientation in the ordered phase (35). At the
transition point the second moment is not
changed, which is not the case for 1-Cl, 1-Br,
and 1-NH, -adamantanes.

Faithful to my original claim of selective
description, let me choose a single theme for a
concluding remark. As it happens with many
mature fields in physics, NMR today is moving
in two directions: increased sophistication/
increased relevance. While these may come
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together, more often than not they may not.

The first trend is encouraged heavily by both
the rapid progress of the instrumentation
(increased availability and large-scale automa-
tion of standard equipment and novel, improved
ones) and the vast possibilities of associating
various kinds of resonance techniques (ENDOR,
nuclear-nuclear double resonance, solid effect,
optical-nuclear double resonance, etc.). Ever bet-
ter hardware creates addiction; temptation is
great, particularly where the high technology is
readily accessible. There is little doubt that mag-
netic resonance studies facilitated by mere pos-
session of diverse and effective instrumentation
will eventually yield new results — just as access
to personal computers opened new prospects to
approaching stability theory (turbulence, strange
attractors, etc.) On the other hand, there is even
less doubt that a careful selection of jobs to be
assigned to NMR — and other resenance techni-
ques — can only maximize the scientific and
practical benefits of the efforts and cost invested
in them. With few exceptions — and NMR
tomography 1is, of course, a strikingly good
example of the best in hardware and software
development — 1 do not feel that everything has
yet been done to complete this process.

Admittedly, the topical sampling in this lec-
ture may not be the most convincing one. Yet,
we do hope to improve ourselves in being able to
pick the most relevant issues and to give them
the most technically appropriate and cost~effec-
tive treatment.

As I knew him, I am sure that Felix Bloch
would have liked it.
~ And I am confident that, together, we can do
it.
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I. INTRODUCTION

The history of biological applications of elec-
tron and nuclear magnetic resonance spectrosco-
pies is almost as long as that of the techniques
themselves. The first magnetic resonance exper-
iments were in fact, published (1,2) a few years
before the first biological applications were
devised (3). The development of the field of
magnetic resonance is however a typical example
of how an original discovery in the field of phys-
ics can become of widespread applicability in
several research areas of chemistry, biology and,
more recently, medicine. The reasons for such
rapid development and widespread interest are
to be found in the close correlation between
magnetic resonance parameters and molecular
features. It has been stated, for instance, that
nuclear magnetic resonance yields the same
information for liquids as X-ray spectroscopy
does for solids.

Three approaches have been given particular
prominence in the field of biological applications
of magnetic resonance: (i) investigation of the
preferred conformations in solution of biologi-
cally active molecules; (ii) delineation of the
receptor interactions of effector molecules; (iii)
analysis of the structural and dynamic features
of complexes of metal ions with biomolecules,
Conformational analysis in solution can be aided
by several NMR approaches, among which the
measurements of the nuclear = Overhauser
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enhancements (NOE) are by far the most
exploited, yielding information on the through-
the-space dipolar connectivities and/or the
molecular dynamics of the investigated system
(4).

In the case of *3C-{*H} NOE’s, both 1D
(5,6) and 2D (7) methods have been proposed as
alternative approaches. However, no quantita-
tive analysis in terms of heteronuclear distances
has been so far performed. Such analysis will be
described in this review for carbonyl carbons in a
wide range of molecular systems (8-10) in order
to test the reliability and to define the. limits of
the method of obtaining heteronuclear dis-
tances from selective proton-carbon NOE'’s
observed in 1D 2 C spectra.

The NMR spectrum of a macromolecule is
usually a broad envelope which seldom allows
one to observe any individual resonance lines.
Moreover it often happens that a small quantity
of the macromolecule, insufficient to give a
strong resonance absorption, can be isolated.
Consequently the problem of studying interac-
tions between a small ligand and its macromole-
cular receptor has then to be approached by
observation of any changes in the NMR parame-
ters of the ligand caused by the presence of the
macromolecule. Exchange between at least two
environments, free (f) and bound (b) to the
macromolecule, must then be considered in
developing theoretical equations for the NMR
parameters of the 1ligand; namely either
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chemical shift or relaxation rates have been
shown (11, 12) to be a function of the rate of
chemical exchange. Occasionally it may be pos-
sible to detect the resonances of the bound
ligand directly, but generally the concentration
of the macromolecule, and hence of the bound
ligand, will be small and this detection will be
difficult. If however the rate of chemical
_exchange between the bound and free environ-
ments is fast with respect to either the difference
in chemical shift or the nuclear relaxation rate,
then the observed NMR parameters will be a
weighted average of those in each environment
and thus information on the bound resonance
signals can be gained in the bulk.

Paramagnetic metal complexes found in or
interacting with biological system have been
extensively investigated by magnetic resonance
researchers. The study of copper in metallopro-
teins or small complexes has attracted wide-
spread interest in part because of the unique
opportunity of gaining detailed information on
the electronic structure of copper containing
systems, using parameters deduced from optical
spectroscopy and from ESR spectroscopy.

There are only two metal ions, VO** and
Cu?*, where this approach is possible at any
temperature and degree of motion, and of these
Cu?* is by far of greater biological significance.

A primary tool in the examination of the
structure of many copper complexes as well as
of their chemical and biological reactions has
been ESR spectroscopy of frozen samples.
Although immobilized phase ESR spectroscopy
has provided very fruitful insight into the biolo-
gical behavior. of these complexes, it is limited
by the change in temperature and physical state
of the system which affects the biological sig-
nificance of the model. An alternative is to run
room temperature, solution ESR measurements.
The advantage is that spectral conditions match
reaction conditions. This may be particularly
important in the study of cellular reactions, for
interactions of membranes and complexes which
alter the motional properties of the paramagnetic
species. The apparent disadvantage is the rela-
tive lack of information in the room temperature
ESR spectrum, due to the motional averaging
of the magnetic parameters associated with the
principal magnetic axes.

However, in principle this problem can be
minimized by multifrequency ESR analysis used
in combination with other complementary proce-

dures such as computer simulation of spectra,’

isotopic selective substitution and nuclear par-
amagnetic relaxation measurements.
The rationale for multifrequency analysis is
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that fitting ESR spectra at several frequencies
using the same spin Hamiltonian input param-
eters is a very stringent requirement which
ensures an unambiguous characterization of the
system under study and the relaxation mecha-
nisms involved.

Conformational Analysis from *> C* H
Selective NOE

The selective heteronuclear NOEs were gen-
erated by the pulse sequence described in Fig-
ure 1. The selective low-power decoupler pulse
had, typically, a duration of 5-10 times the
relaxation time of the irradiated proton. The
delay D1 allows complete recovery of ! *C longi-

01—
1 H

13C

Figure 1. The pulse sequence used for obtaining
the selective heteronuclear NOE’s.

tudinal magnetizations. The delay D2 allows
proper switching of the decoupler between the
low power and high power modes.

The nuclear Overhauser effect, which occurs
whenever spectra are recorded under condi-
tions of continuous broad-band proton decou-
pling (BB), causes intensity changes of the
peaks.

For *2C nuclei, these range from 1,988 to
0.153 in the wy+w)?7? << landw,s, >> 1
limits, respectively, provided that the nuclear
spin-lattice relaxation process of carbon nuclei is
overwhelmingly dominated by proton carbon
dipolar interactions. In general, for a given I =
1/2 nucleus:

'NOEx(BB) = (I, — I,)VI, =
YH W, - W,
yx 2W, + W, + W, + w* @

where 7 is the magnetogyric ratio, I, and I, are
the peak intensities measured under continuous
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RELAXATION RATES OF
'H-DECOUPLED X NUCLEI
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CHANGE EXPERIMENTAL
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*T. SOLVENT, « ETC.

CALCULATION OF
X.-H. DISTANCES

Figure 2. The strategy for obtaining information on molecular structure and dynamics from a combined
analysis of selective NOEs and spin-lattice relaxation times.

and gated decoupled conditions, W’s are the
transition probabilities which determine the
relaxation of the X nucleus and W* accounts for
relaxation contributions other than the *H-13C
dipolar one.

As previously suggested in 'H-'H NOE
analyses (13,14), for a nucleus X surrounded
by i protons egn. 1 can be rewritten as:

ToiX

NOEx(BB) = —_—

Rx
where oiX is the ith cross-relaxation contribution
and Ry is the spin-lattice relaxation rate of the
nucleus X, measured in the absence of cross-re-
laxation with the dipolarly coupled protons. This
relaxation rate is the one routinely measured
under BB conditions. ‘

Upon selective presaturation of a proton H,
which dipolarly interacts through space with a

(2)
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13C nucleus Cp, at a distance rgy, its resonance
experiences a NOE given by:

NOEc,Hg)Rcp = Yoo cRep @)
1t foliows that:

NOEGy(H,Rcp =
10r,;,* 11+(wH+wc)3‘rc’ 1+(wH-—coc)1;T% (4)

Thus, by combining selective NOE measure-
ments and spin-lattice relaxation rates, informa-
tion on single proton-carbon distances can be
obtained in two different ways:

a) the ratio method: when the saturation of
H, gives NOEs on two or more carbon
resonances, internuclear distances can be
calculated from the following relationship:
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Table 1. 13C relaxation parameters measured for compound 1.

Ch ppm? Re.p NOEc_(BB)C X DD ¢ ROD/me
5 168. 4k 0.09 1.06 0.53 ----
1 156.00 0.25 1.19 0.59 —--
3 133.62 1.7k 1.84 0.92 1.60
! 118.66 0.10 1.30 0.65 -
2 115.21 1.72 1.94 0.97 1.66
6 6L .66 2.22 1.95 0.98 1.09
7 53.45 1.61 1.90 0.95 0.76
8 49.67 0.81 2.0b 1.02 0.27
9 14.57 0.38 1.67 0.84 0.10

a) ppm from internal TMS; b) 13C spin-lattice relaxation rates in
s“1; ¢) non-selective NOEs; d) fractional effectiveness of H-13C
dipole-dipole relaxation mechanism; e) RDD/m=(Rcn X
XCnDD)/m is the dipolar contribution to the spin-lattice relax-
ation rate measured for carbon n which has m attached protons.

Table 2. '3C relaxation parameters measured for compound 2.

Cn ppm? Re b NOE¢ (BB)S  Xc. DD d  RDD/m®
n n
8 168.73 0.16 1.30 0.65 -———
5 165.19 0.08 1.00 0.50 . -
1 143.52 0.19 1.23 0.62 ———-
2 130.01 1.66 1.87 0.9k 1.56
4 123.87 0.11 S 1.22 0.61 ——-
3 118.09 1.69 1.99 1.00 1.69
6 60.17 1.1 1.84 0.92 0.51
9 23.97 0.63 1.7k 0.87 0.18
7 14.00 0.51 1.89 0.95 0.16

a), b), c), d) and e) see note of Table 1.
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Table 3. Selective NOEs and internuclear distances
calculated for 1.

Cp, (Hm) NOEcn(Hm) rcn -Hm

ol r‘b
C, (NH,) 0.96¢ 1.92 1.81
C,(H,) 0.56¢ 2.1 1.99
c,(H,) 1.87 1.07 1.05
c, (H,) 1.67 1.07 1.07
c, (H,) 0.95¢ 2.11 2,12
c, (H,) 0.39¢ 2.72 2.50

a) Distances calculated from ODreiding models (in
R); b) distances calculated according to method 1
described in the text (in A): <¢) these NOEs,
observed in single carbons, derive from a simulta-
neous irradiation of two equivalent protons.
Hence, they have been divided by two to yield cor-
rect internuclear distances (see text).

Table L. Selective NOEs and internuclear distances
calculated for 2.

C,, (Hm) NOEcn(Hm) rcn -Hm

ro r‘b
Cyo-HN) 0.27 2.08 2.15
c,-H(N) 0.37 2.08 1.98

a), b) and ¢) see the note of Table 3.
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NOEc;(Hy)Rp; _ "C2H,'
NOEcoMyRcy  reim,* )

provided that one of the two distances is
known and the same correlation time, 7 o
modulates the dipolar interaction of H, with
Cl and C2 atoms. With this method,
structural information can be obtained
without having any "a priori" estimate of
T e

b) the absolute method: on the basis of eqn.
4, I'yh, can be calculated if the correlation
time is known. This correlation time can be
evalulated from the dipolar contribution of
the spin-lattice relaxation rates of proto-
nated carbons.

In general, the experimental strategy shown
in Figure 2. has been followed in order to obtain
structural and dynamic information from the
measured relaxation parameters.

It should be noted that a simultaneous irra-
diation on n equivalent protons yields a n times
larger selective NOE, provided that the same
correlation time and internuclear distance control
all the n X-H dipolar interactions.

Two molecular systems of different size and
spectral complexity are here analyzed. In the
first case, two small organic compounds have
been studied:

Their **C spin-lattice relaxation rates Rgy,
and the non-selective NOEs, NOE(BB), have
been measured (see Tables 1 and 2 respec-
tively). These data suggest the following con-
clusions on relaxation mechanisms and molecular
dynamics of 7 and 2: i) in both molecules proto-
‘nated carbons exhibit NOE(BB)’s very close to
YH/2v, indicating that their relaxation pathways
are dominated by the dipolar interaction with the
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bound proton(s) and that this relaxation mecha-
nism has to be modulated by correlation times
which satisfy the extreme narrowing conditions:
g t@p)?r? << 1. ii) Quaternary carbons
have a much slower relaxation rate and a frac-
tional effectiveness of the dipolar mechanism,
XDD, which ranges from 0.5 to 0.65. These
xDD values, calculated from NOE(BB)/1.99
ratios, indicate that the dipolar-mechanism still
plays a significant role in the relaxation of these
carbon nuclei.

NOEs built up by the selective proton presa-
turations in the range of 5.5-8.5 ppm have been
measured for compounds I and 2 and their val-
ues are reported in Tables 3 and 4 respectively.
1t is interesting to note that in 7 the strong dipo-
lar interaction C,-H, and C,-H; are J modu-
lated. This d modulation (*Jg,y, = 156;
*JcsHs = 163 Hz) can be explained by consid-
ering that *3C-'H dipolar interactions occur at
the frequency of the '3C satellite proton reso-
nances. The J modulation is not observed for the
other NOE(,, Hm)’s due to the small coupling
constants involved and to the low resolution of
the frequency dependence study shown in Figure
3. For a quantitative evaluation of this J modu-
lated selective NOEs a sum of the two maxima is
needed. On the other side, the selective Over-
hauser enhancements observed on C,,C, and
C, upon selective irradiation of amino and H,
protons have to be divided by two. Indeed in
these three cases the distance between the
simultaneously excited equivalent protons and
the considered carbons are the same; then the
observed NOEs must be divided by two to deter-
mine the contribution from one proton, so as to
deduce the correct C-H distance. Internuclear
distances can be evaluated by using the absolute
method, provided that a suitable 7, can be deter-
mined. This can be done by analyzing the dipolar
contribution of the **C spin-lattice relaxation
rates of protonated carbons (15). From
®RPD/mys reported in Table 1, effective correla-
tion times can be calculated. In particular, by
assuming rc,H, = I'CsHs = 1.07 A, a correla-
tion time 7, = 6.1 £0.2 X107 ** s can be esti-
mated. The same value for 7. has been found
for compound 2. Once the correlation times have
been defined, the absolute method previously
described can be used to obtain proton-carbon
distances, reported as r,’s in Tables 3 and 4.

The distances so calculated show a good
agreement with the corresponding distances esti-
mated from Dreiding models (r,’s in Tables 3
and 4). Of particular interest are the distances
involving aminic or amidic proton(s): these
groups occur in a wide variety of important
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Figure 3. Frequency dependence of selective
NOEs observed on C, ¢ ), C, (), C,
( ) C, (——— ) and C (----) *3C reso-
nance of I, upon the decoupler settings indicated
by the arrows. The top insert shows the irradi-
ated region of the proton spectrum.

classes of organic molecules.

The fact that r,’s are close to the corre-
sponding r,’s suggests that a suitable 7, has
been chosen for the calculations and a good accu-
racy in internuclear distance measurements can
be achieved, if NOEs and R’s are carefully
determined and a reasonable selectivity of the
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decoupler pulse can be obtained. This was not
the case for the irradiation of H, and H, in 2,
where the presence of a more strongly coupled
H,-H, system (6/J = 26. and 3.8 in I and 2
respectively), has the consequence that the J
modulation of selective NOEs did not yield sharp
maxima as for compound 1. A quantitative
treatment of selective NOEs in strongly coupled
systems is, therefore, more complex and this
constitutes actually a limit of the method.

As an example of a more complex molecular
system, gramicidin S has been investigated. This
cyclic decapeptide in DMSO solution does not
show very significant NOE(BB)’s at room temp-
erature, suggesting that a long correlation time
modulates the *H-'3C dipolar interactions.
Therefore, all the NMR measurements for the
decapeptide were run at 80°C. In these experi-
mental conditions and in the applied frequency
range of proton selective irradiation, many selec-
tive NOEs are observed, see Figure 4.

For discriminating between real and
spill-over generated selective

The on-resonance excitation of amide protons
always yields large NOEs on the geminal carbo-
nyl carbons, which can be used for carbon reso-
nance assignments but do not contain any strue-
tural information.

Furthermore, several  conformationally
dependent NOEs were observed on: a) Phe C=0
upon selective irradiation of Val NH {(this NOE is
characteristic of the peptide B turn structure); b) .
Phe C=0 upon irradiation of Orn NH, due to
the formation of a side chain-backbone hydrogen
bond; ¢) Leu C=0 and Val C=0 upon irradia-
tion of Leu NH, consistent with the ® and ¥
angles of the Leu residue and with the presence
of a transannular hydrogen bond characteristic
of the gramicidin S antiparallel D pleated sheet
conformation. All the proton-carbon distances
shown in Figure 5 are calculated from the
observed selective NOEs on gramicidin S 3C
resonances using eqn. 4 anda 7, = 3.6 X 107*°
s.

From the experimental results reported
above it is apparent that a combined analysis of
selective NOEs and spin-lattice relaxation rates
can yield powerful structural information and
heteronuclear distances. For this type of struc-
tural approach the selection of the experimental
conditions has a critical importance due to the
NOE dependence on @, 7, and, hence, on temp-
erature, viscosity and molecular size. The proton
decoupler selectivity may cause spillover and,
therefore, a difficult interpretation of experimen-
tal data of molecules whose proton spectrum is
not well spread out in the region of interest.
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Table 5. Nonselective (R™S) and selective (RS) longitudinal relaxation
rates of the phenyl protons of Glycyl-L-tyrosine bound to Zn-carboxypeptidase A

Tyr H., Tyr Hgss
Freq-
quency  |Enzyme| - |Gly-Tyr| RNS RS RNS/RS  RNS RS - RAS/RS
(MHz) (mM) (mM) (s72) (s-2) (%) (s-1) (s-2)
90 0 43, 1.19 0.76 -- 1.56 1.11 --
90 0.66 43. 1.28  1.39  0.17 1.72  2.00 0.20
90 0 22. 1.14 0.84 - 1.51 1.06 --
90 0.83 22. 1.35 2.04 0.21 1.78 2.50 0.22
270 0 k3. 0.65 0.5} 1.19 1.06
270 0.66 L3, 0.78 0.85 1.19 1.43
270 0 10. 0.64 0.53 1.13 0.94
270 0.16 10. 0.69 0.77 113 1.26

Note, T = 274 K.

Table 6. Nonselective and selective spin-lattice rates of colichicine 0.1 mol

dm~? at pH = 7.0 after the addition of 0.1 mL of different biological prepara-
tions.

Preparation added H,, H, H, H,

RNS RS RNS RS RNS RS RNS RS
----- 1.29 0.89 2.96 2.07 3.95 2.72 .35 3.02
DPPC vesicles 1.31 1.18 3.08 2.78 3.97 3.65 L.3) 3.97
Rbc L% 1.42 1.51 3.01 3.48 L.07 L. .56 L.36 5.13
Rbc ghost L% 1.34 1.21 3.06 2.81 L.01 3.72 4.30 3.89
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Figure 4. The frequency dependence of selective NOEs on proton chemical shift observed for gramicidin
S in DMSO at 50.3 MHz and 80° C.
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Figure 5. The solution structure of gramicidine S. The arrows indicate the detected * H-**C dipolar
couplings and the corresponding internuclear distance are shown. Overhauser effects, only NOE max-
ima obtained under on-resonance irradiation, are taken into account.
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Figure 6. 1/ARS vs. colchicine for the H, proton in the presence of red biood cells. pH = 7.0, T = 298 K.

Then, 2D heteronuclear NOE spectra can be

comparatively analyzed, even though their small to be detected, such that under condi-

quantitative interpretation is not straightfor- tions of slow exchange no effect on the bulk
ward. resonance will be observed.

2) Conditions of fast exchange may not

II.* H NMR RELAXATION apply to all the resonances, since they may

INVESTIGATIONS OF have different relaxation times and chemi-
LIGAND-RECEPTOR INTERACTIONS cal shifts in the bound site.

3) The observed parameter may be intrinsi-

The applicability of the NMR approach to cally insensitive to the presence of the

investigations of ligand-receptor interactions suf- macromolecule.
fers from the following drawbacks: The third point needs further discussion since
- 1) The amount of ligand bound may be too it represents the reason why diamagnetic
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systems have been up to now neglected and why
the method of selective irradiation has been
shown (16-20) to allow a very suitable approach
to diamagnetic ligand-receptors pairs. In fact, if
two environments are assumed, a fast exchange
rate yields the following equation.

Myps = peMy + ppMy, (6)

where M is a generalized NMR parameter, f and
b refer to the free and bound environments and
the p’s are the fractions of ligand molecules
(pg+pp = 1). Since py, must be usually kept very
small (p, << 1, pg= 1), the NMR approach is
feasible only provided My, is quite different from
Mg. If the M is the chemical shift, observation of
any effect practically occurs only in the presence
of nearby paramagnetic centers within the mol-
ecule. If M is the spin-lattice relaxation rate
(the spin-spin relaxation rate will not be consid-
ered here since many complications arise in the
measurements), the relaxation mechanism as
well as the modulation of the relaxing field must
be considered. In the most frequent case of pro-
tons relaxed by intramolecular *H-'H dipolar
interactions the spin-lattice relaxation rate can
be expressed as a sum of interactions extended
to all the actual spin-pairs (13)

Bi= 2Pt &% @
Pij and Tijs named the direct and cross relaxation
terms of any spin i dipolarly coupled to a spin j,
depend upon the transition probabilities among
the four energy levels (aa, o8, Ba, BB):

pyj =2W, + W, + W, 8)
o5 = W, — W, )

where W is the single quantum transition prob-
ability @B =—B8, aa =—Ba), W, is the zero-
quantum transition probability (@B == Ba, and
W, is the double quantum transition probability
(@ =—BB). The explicit forms of p;; and o;; in
the case of intramolecular dipolar interactions
are:

42 o
Py = ‘YH — 3Tc + 6Tc +Tc
VU0 | 1Hetrd 14detr (10)
‘Flz'YH‘ [ 6TC
Oe = - TC
Yo10m | 1+awrr (11

where r is the interproton distance, w is the pro-
ton Larmor frequency and 7, the motional
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correlation time. Substitution of eqns. 9. and 10
into eqn. 7 yields, for a given spin pair:

3‘F|“YH‘ T 4T

_ C + C
= 12
0r5¢  |1+err? 14detr| (12

Ry

Since binding to a macromolecular receptor slows
down the reorientational motions to the wr , >>
1 region, where f(7 ) is very small, the spin-lat-
tice relaxation rate of the bound ligand will be
large only in cases where the relaxation mecha-
nism has changed, which, as a matter of fact,
has limited the applicability of relaxation studies
to paramagnetic systems.

However, when selective irradiation is used
to excite the spin i such that the spins j are not
perturbed eqn. 7 is modified as follows (21):

and, as a consequence,
ﬁ 2 Y H‘_ ) 3
1 Orij‘

T
c +
1-6-(.'9’1(:2

S

C T

Ry; 1+4wz,c=+ ‘e
in such a case, even if the relaxation mechanism
does not change, entering the slow motion region
does not alter the direct dependence of Ry;Son 7,
and thus the selective relaxation rate of the
bound ligand is expected to be quite different
from that of the free ligand in solution. It follows
that selective irradiation of properly chosen
spin systems within relatively small "NMR visi-
ble" biomolecules allows detection of binding to
macromolecular receptor without requiring
insertion of paramagnetic spin probes.

As an example, binding of the substrate gly-
cyl-tyrosine to the Zn-enzyme carboxypeptidase
can be tested as shown in Table 5 (16). Selective
irradiation - of whichever doublet within the
AA’BB’ spin system of the aromatic ring yields
changes in RS in the range 40-100% depending
upon the Larmor frequency; whereas changes in
RBS (=non-selective) are negligible, especially at
high frequency (16).

The method of selective irradiation can then
be exploited to detect binding to ill-defined
receptors within biological preparations, such as
blood or whole cell samples. In Table 6 the effect
of adding different samples to a solution of col-
chicine (a well known anti-mytotic and tumor-in-
hibiting alkaloid) are reported. It is evident that
only binding may be responsible for the observed
enhancement of RS, since no change in viscosity,
such that molecular motions are slowed down by
more than one order of magnitude, can be dem-
onstrated.
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Once the ligand-receptor binding has been
isolated, as in the case of colchicine interacting
with erythrocytes (RBC), details of the interac-
tion can be gained by proper changes in the
experimental variables, such as pH, tempera-
ture, concentration ete. In particular titration of
the RS enhancement vs. the ligand concentration
allows evaluation of the apparent association
constant K, ... For a 1:1 interaction the binding
equilibrium can be schematized as;

C+RBC+= RBC-C
The apparent equilibrium constant is given by:

K =[RBC-CJ[CIRBC] =
[RBC-C]
[CHIRBC], — [RBC-C} (16)

where [C] is the concentration of free colchicine
and [RBC], represents the initial concentration
of red blood cells.

The fraction of bound colchicine, py, is given
by:

pp = [RBC-CY{[C] + [RBC-C}
=~ [RBC-CJ/(C] amn

Eqn. 16 can be rearranged in the following
way:

[RBC-C] = KICI[RBC],/{1 + K[C} (18)
Substituting eqn. 18 into eqn. 6 and 17  yields:
AR®S = (/K + [C)/RE[RBC], (19

Eqn. 19 states that extrapolating the plot of
/ARS vs. [C] to zero allows evaluation of K
(1/ARS is zero when [C] = -1/K). A typical plot
is shown in Figure 6 for the H, proton of colchi-
cine: the linear relationship is evident, allowing
staightforward extrapolation to 1/ARS = 0.

II1. BIOMOLECULAR STRUCTURE AND
DYNAMICS OF LIQUID PHASE METAL
COMPLEXES BY COMPUTER AIDED
MULTIFREQUENCY ESR

Most conventional ESR is linear and
"approximately” CW, operating at around 9
GHz, the X-band microwave region, and employ-
ing 100 kHz field modulation. However, since the
resonance conditions can be fulfilled for a variety
of frequency-field combinations, many other

130

frequencies are possible.

In the case of copper complexes (22) multi-
frequency ESR can: (i) be used to study fre-
quency effects on relaxation times and
linewidths; (ii) provide a critical test of theoreti-
cal simulations; (iii) provide a means to increase
spectral resolution by varying the interplay of
Zeeman and hyperfine interaction (e.g. to sepa-
rate the spectra of different species) ; (iv) be
used to study higher order and state mixing
effects. Microwave frequency is thus an impor-
tant experimental parameter.

Increasingly, application of ESR is demand-
ing a detailed consideration of spectral profiles,
rather than simply the positions and intensities
of the lines. This has led to greater use of com-
puter simulation in interpreting the spectra.

A simulated spectrum will be in the best
agreement with an experimental one if the
parameters used in calculating the simulated
spectrum are adjusted so that the least squares
quantity is minimized. With this kind of
approach subjective judgements in the evaluation
of "goodness of fit" can be eliminated.

Computer simulation when used alone is a
quite efficient tool for ESR spectral analysis,
but when used in combination with isotopic
selective substitution and multifrequency ESR
results in a synergistic effect yielding a complete
and precise description of the system under
study (23). In fact, even when the study is lim-
ited to the less complicated room-temperature
spectra the use of isotopically pure samples is
recommended because in so doing the time nec-
essary for spectral simulation is minimized.

In a bioinorganic system involving a param-
agnetic center like copper ion, further informa-
tion on the molecular structure and dynamics
can be provided by the combined use of ESR and
FT-NMR. It is well known that the transverse
and longitudinal relaxation times are shortened
by interaction with a paramagnetic species such
as a transition metal ion. The selective variation
of the T,’s and T,’s in the same ligand molecule
depend on the distance from the metal and on
the ESR hyperfine coupling constant according to
the Solomon-Bloembergen equation (24, 25). The
interpretation is correct provided that exchange
between free and coordinated ligands is rapid on
the NMR time scale. .

The selective broadening of the ligand NMR
peaks after the addition of the paramagnetic
metal ion probe provides independent information
about the assignment of the binding sites. Fur-
thermore nuclear relaxation rates of the *H and
23 C nuclei of the ligand allows us to infer about
dynamic and structural properties. In fact the
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dipolar and the scalar 1.S. interactions become

the most effective relaxation mechanism when-
ever fast exchange conditions between bulk and
bound ligand hold. As a consequence a paramag-
netic contribution to the nuclear relaxation rates
can be measured in the following way:

UTip = UTjmetal) — V/Tiblank)
= /Ty G=1,2) (20)

where Ti(metal) anq Ti(blank) are the experi-
mental relaxation times after and before the
metal addition respectively. When Cu(Il) is the
paramagnetic probe the following simplified Sol-
omon-Bloembergen equation holds:

1/T2M = KAzTe I/T]_M =K’Tc/r‘ (21)

That is to say the paramagnetic contribution
to transverse relaxation rate (T9,™1) is deter-
mined only by the scalar interaction, whereas
the paramagnetic contribution to the longitudinal
relaxation rate (T;,"* arise from the dipolar
interaction only. 1t is noteworthy that the
(Ty,™*) contributions depend (as concerns
nucf)ei in the same complex) upon the distance r
between the ligand nuclei and the metal ion.

The independent check by means of the
FT-NMR technique gives direct information on
the ligand in most cases; whereas the ESR spec-
tra gives straightforward evidence of the metal-
ligand bond by means of the Fermi contact inter-
action between the unpaired electron of the
copper atom and the ligand nuclei.

The interplay of multifrequency ESR,
computer simulation, isotopic substitution,
together with the difference in the time scale for
ESR and NMR can provide a deep insight into
the relazation mechanisms and the molecular
structure and dynamics of copper complexes in
solution.

Althought some examples will be presented
in detail, the material described is by no means
comprehensive, as the topic reviewed has
become such a broad area of study. Rather we
have tried to provide information from our work
and experience that we hope will be of general
interest.

A. Electron Spin Relaxation of Copper in
Solution. Multifrequency ESR in
the Determination of Rigid-limit Magnetic
Parameters.

The ESR linewidth for Cu(Il) in solution can
be attributed to the incomplete averaging out of

Vol. 7, No. 2/3

the spin Hamiltonian parameters (anisotropic g
factor and hyperfine coupling A) by the tumbling
motion (26-28).

The theory of relaxation mechanisms gov-
erning the ESR lineshape has been refined to a
very satisfactory level for the motionally nar-
rowed limit (29-34).

The general theories of magnetic resonance
(35) predict modification of the position of hyper-
fine lines (second order shift(s) in ESR spectra as
a result of the effects of the line broadening and
relaxation mechanisms (35-37).

As these shifts have usually been considered
small, compared to the linewidths, they have
invariably been neglected (38, 39). However,
second-order shifts become quite significant at
lower microwave frequency and they can readily
provide direct information on the magnetic
parameters in the liquid phase at room tempera-
ture.

The second-order shifts vary within an
appreciable range with an inflection in a plot of
the dynamic second-order shifts as a function of
rotational correlation time, when wrgp = 1
where w is the microwave frequency. Dynamic
second-order shift effects are expected to be
pronounced at low microwave frequencies in sys-
tems with large hyperfine interactions, such as
square-planar Cu?* complexes. Furthermore,
they give observable effects at X and Q band.

The rationale for combining lineshape and
frequency shift measurements was developed
by Hyde and Froncisz (22), reformulating in
Kivelson’s notation, the expression of Bruno (40)
for the dynamic second-order frequency shifts in
the fast tumbling limit.

A complete treatment of the non-secular con-
tributions to the spin Hamiltonian (using a per-
turbation approach) definitely demonstrated the
reliability of a general theory for complexes dis-
playing axial magnetic tensors with S = 1/2
over the expanded range of the motional region
(Tp = 10°** — 5X 107* s)41). The dynamic
second-order frequency shifts can be explic-
itly included in computer simulation programs.

In a recent paper (42) an unambiguous,
rigorous way has been found to extract all of
the necessary magnetic parameters in the fluid
phase by a combination of multifrequency ESR
spectroscopy and computer simulation. The
approach depended critically on the analysis of
dynamic second-order frequency shifts, Previ-
ously, the only approach was to freeze the sam-
ple and extract the magnetic parameters from
analysis of the frozen solution powder pattern.
This is undesirable for many reasons. Vann-
gard (43) called attention to changes in
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Table 7. Magnetic parameters of ¢sCu(dtc),.

Error from Gof 77 K
298 K Data Analysis 67% 33%
giso 2.0L40 $0.0003
g 2.015 +0.003
9] 2.102 +0.006 2.118 2.130
Ag 0.087 40.008
aiso -229.0 MHz +2 MHz
Ay -90.3 MHz  #12 MHz
gi -506.3 MHz  #2L4 MHz -4g5 MHz -459 MHz
-416.0 MHz  +36 MHz
TR 75 ps 15 ps
Table 8. ESR parameters for CuBim.
9 9 Ag 9iso Ay Ay A Riso 7R
(MHz2) (MHz)  (MH2) (MH2)  (ps)
Aiso
Room Temp.:
Best fit for
-1 /2 ’ +1 /2 ’
+3/2 lines 2.20 2.03 0.171 2.09 -651.7 +48.3 -700 -185 250
Best fit for
+3/2 line 2.20 2.03 0.171 2.09 -651.7 +48.3 -700 -185 275
Frozen:
Simulated data 2.210 2.039 0.171 2.096 -5L9 -L8. ~501 -215
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coordination that can occur. Other authors (44)
observed a temperature dependence of equilib-
rium between two species. Aggregation can
occur (45) and often tedious empirical approaches
to get good glasses must be employed. In water,
freezing can change the local pH (46) and Wil-
son and Kivelson (47) found that the isotropic g
and A values of copper acetylacetonate are
actually temperature dependent. All of these
complications can be avoided by exploitation of
multifrequency ESR of copper complexes.

What has been done thus far in this area is
limited to rather small complexes that tumble
sufficiently rapidly in solution that motional nar-
rowing theory can be used. However the Freed
theory of slow tumbling ESR spectra based on
the stochastic Louiville equation would allow
the approach to be extended to systems where
the rotational correlation time is 100 times
greater, permitting experiments on larger com-
plexes and in more viscous environments. This
extension will permit systems of real biological
interest to be investigated.

The very complex expression for the linew-
idths of copper complexes developed by Kivelson
permits in principle by suitable detailed analysis
the determination of all spin Hamiltonian input
parameters. However, the dominant terms are
all proportional to the rotational correlation time,
TR, and, in the real world of noise and experi-
mental error, the less dominant terms are
extremely difficult to measure. Thus one cannot
possibly obtain uniqueiy both the correlation time
and the spin Hamiltonian input parameters.

A suitable formulation of dynamic second-or-
der shift contributions to the position of the lines
of Copper are given in:

ABMp = h/gB {IM, ? ~10+1)]a? /%, —
(B, 2 &v)* /15w + TAA) I+ 1)f/900, +

2M, B, AYAAf/150, — M, 2(AA)*£/900 1
: (22)

where:
LA = (Aﬂ —A|)rad s7*),Ag = 8] —8y-
by = PR, w, =217,
a = (U3)(24A; +Ay )
u= U(l+w,7R?), and f =w ?7R%uy,

Agl,n =g | — 2.0023.
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At low microwave frequency second-order
effects have to be reconsidered. dominant terms
are proportional not to 7R but to 7g*. If dynamic
second-order shifts can be measured, then a full
solution leading to a unique determination of all
spin-Hamiltonian input parameters and also the
rotational correlation time can be determined.

From a computer simulation of dynamic
shifts developed as a function of microwave fre-
quency and rotational correlation time, it was
apparent that the shifts should in fact be readily
determinable. However, always in the real world
systematic errors in the experiment, noise, back-
ground contamination and omission of subtle
effects in the theoretical formulation makes
things more difficult. What eventually was done
was to extract all of the linewidths and all of the
line positions with respect to DPPH at five
widely varying microwave frequencies (1.19,
2.51, 3.44. 9.12 and 34.7 GHz) using a low
molecular weight complex Cu(dtc), in toluidine at
room temperature.

A two step approach for determining directly
at room temperature the spin Hamiltonian input
parameters (gigo, 2i50> Oy and AA) and correla-
tion time (7 ,) in the mo ional narrowing limit,
was developed. In the first stage an interplay of
experimental and algebraic approaches yielded
initial values, and in the second stage these val-
ues were refined by full computer simulation of
the spectra and evaluated by an objective good-
ness-of-fit procedure.

With these values and errors a full blown
comparisen of simulated and experimental spec-
tra was undertaken. All of the spectral data
points were used rather than just the points cor-
responding to widths and positions, resulting in
what must be considered excellent agreement
(see Figure 7).

A conscientious approach to error determina-
tion from the small residual differences was
undertaken, and what is thought to be a new
branch of computer aided ESR spectroscopy is
introduced: "Sensitivity Analysis." Using only
simulated spectra, the change in a spectrum
when only one parameter is changed is studied
using least squares analysis. this is done for
every input parameter at every microwave fre-
quency. Not surprisingly, high frequencies are
best for Zeeman terms and low frequencies for
hyperfine terms. This sophisticated analysis led
eventually to the data and errors shown in Table
7. These errors are less than any others that
have ever been assigned in the history of copper
ESR spectroscopy of frozen solutions of copper
complexes. It is noteworthy from Table 7 that
magnetic parameters obtained from analysis of
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Figure 7. Experimental and simulated room
temperature spectra for ¢*Cu(dtc), in o-toluidine
using the input parameters given in Table 7 at
five different microwave frequencies (1.19, 2.50,
3.44, 9.12, 34.7 GHz).

frozen solution spectra bear little resemblance to
the values obtained from liquid phase analysis,
confirming our previous considerations.
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B. Multifrequency ESR of CuBlm Complex
in Solution

CuBlm is an active antitumor agent cur-
rently used clinically whose mechanism of action
has not been fully resolved (48).

N
oy e
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w Lo IW /Z co-rernioe —L]
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NH2CO Y= 3 o-suGAR
Hom CH3

The aim of this report is to characterize the
copper complexes of Blm from the room temper-
ature data using a strategy based on multifre-
quency ESR spectroscopy combined with com-
puter simulation of the spectra. Room
temperature EPR data only provide new infor-
mation concerning the coordination mode of the
drug to the metal ion, but provide new informa-
tion concerning the dynamic motion of the com-
plex.

It has been shown that the fast tumbling
theory of Kivelson can be used for copper com-
plexes with molecular weights as high as 1600,
the molecular weight of CuBlm, if an optimum
frequency is available (22).

It was anticipated that the ESR data for
CuBIlm at low frequency (4 GHz) could be ana-
lyzed by the fast tumbling theory. In addition,
the intermediate size of the complex might
model some of the constraints anticipated for the
cupric ion bound to higher molecular weight pro-
teins.

The strategy for data analysis in the present
study has been to focus on the high field lines
(the +1/2 line at X-band and the +3/2, +1/2,
and possibly the -1/2 line at S-band) and to use
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computer simulations based on Kivelson’s fast
tumbling theory to determine a set of ESR
parameters consistent with the room tempera-
ture data. Initial values for Ag, AA, and g;g, are
taken from the frozen solution data (see Tabie 8).
Ajgo is estimated from the experimental data
taken at low frequency (42) following "Sensitiv-
ity Analysis" previously discussed in Section
IV.A. The correlation time vy and each of the
parameters in the calculation are systematically
varied until a best fit is obtained.

The configuratien of the copper complex of
the glycopeptide bleomycin, CuBlm, is presumed
to be pyramidal square planar from a previous
X-ray structural determination of a fragment of
cupric bleomycin.,

Computer simulations of the room tempera-
ture spectrum using parameters from the frozen
CuBim data also suggest that the ESR parame-
ters for CuBlm vary upon geing from the immo-
bile to the mobile state (Table 8).

At room temperature, the fast tumbling
theory appears to dominate the X-band spectrum
for the +1/2 line and the S-band spectrum for
the +3/2, +1/2, and possibly the -1/2 lines.

A decrease in A;jg, for CuBlm in the liquid
state can be directly surmised from the low fre-
quency S-band spectrum for which three of the
four cupric hyperfine lines are partially resolved
{Figure 8). Computer simulated spectra indicate
that the absolute value of Aﬂ increases about 100
MHz and the value of A| may change sign for
CuBIm in the liquid state.

The parameters can be used to measure the
extent of ionic bonding o) and the extent of the
contact term (k) from the egns. 23 and 24.

Aﬁ = P{—-k—4a’/7+(ga—2.0023) +

3(g; —2.0023)/7] (23)

A) = P[—k+2*/T+11(g; —2.0023/14)] (24)

where P is taken as 350 X 10 *cm™! (44). The
symmetry is assumed to be tetragonal with the
unpaired hole in the dy2 .2 orbital (49).

A comparison of the ionic bonding (&) and the
contact term (k) between the parameters
emphasizes the effect of the changes in Ay and
A; described in Table 8. The ionic bonding
increases (g.gzen = 0.85 and @y ¢ = 1.0) and
the contact term decreases kfrozen = 0-34 and
kR.T. = 0.25).

Simulations using a rotational correlation
time of about 250 psec indicate that CuBlm may
not, be spherical in the liquid phase.
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Figure 8. S-band (3.46 GHz) (upper) and
(X-band) (lower) ESR spectra for ¢*CuBlm in
D, 0. Dashed lines are computer simulated spec-
tra for room temperature data which gave the
best fit for the M} = 3/2 line.

If CuBlm were spherical, the rotational
correlation time would be expected to be
greater than 1000 psec for a molecular weight of
1600. The resolution of the cupric hyperfine
structure is sensitive to 7 for given ESK
parameters, AA, A o, 8igo and Ag. The low
value for 7 suggests that CuBlm is not spheri-
cal but rather cigar shaped or even more likely,
CuBlm has segmented flexibility and rotates
about a hinge. Three sections linked together
may be the peptide moiety, the disaccharide
group, and the metal binding site region of Blm.
The metal binding site is dominated by the
motion of the fast component of the inertial ten-
sor which would account for a value of 7 which
is smaller than anticipated for a sphere.

Furthermore, it is argued from an analysis of
the cupric hyperfine coupling constants given in
Table 8 and the bonding parameters previously
defined that the CuBlm structure opens up at
room temperature and that the cupric ion is dis-
placed from the square plane (50).
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C. Multifrequency ESR and Nuclear
Relaxation of Cu(Il)-(L-Histidine),Complex
in Solution

Structural features of low molecular weight
Cu(ID) complexes have been extensively investi-
gated with special emphasis on their biochemical
role. The binding mode of L-His in the
Cu(II)(L-His), complex is however still contro-
versial although several investigations have been
carried out (51, 52). Here we present the results
of NMR and ESR experiments from which the
structure and dynamics of the complex are suit-
ably delineated. The assumptions have been
made that L-His retains approximately the same
configuration as that found in the complex in the
solid state and that the Solomon-Bloembergen
approach can suitably account for the observed
nuclear relaxation rates.

A multifrequency ESR approach combined
with computer fitting (Figure 9) was used to gain
information on the magnetic spin Hamiltonian
parameters and on the rotational correlation
time.

The nuclear relaxation rates were measured
for both protons and carbons of the His molecule
at increasing Cu(Il). concentrations (Table 9)
(53). The correlation time for the dipolar interac-
tion was evaluated by using the crystallographic
distances for the Cu-C, vector and was found
consistent with that obtained by ESR analysis
within the experimental error (r, = 0.8—2.0 X
1071 s).

The value for the correlation time was then
used to get the number of imidazole moieties in
the copper coordination sphere using equations
given in Section IV.

It became apparent (53) that !*C data can
be interpreted in terms of a mixture of two com-
plexes such that 24% of Cu(ID(L-His), complex
contains histidines bound in the histamine-like
way, while the remaining 76% contains one
L-His molecule bound in the histamine-like way
and the other L-His bound in the glycine-like
way.

The evaluation of advantages and limits of

each approach leads to the conclusion that only -

by combining evidence from several independent
techniques is it possible to obtain a thorough
comprehension of both structural and dynamic
features of these complexes.
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Figure 9. Experimental (top) and simulated (bot-
tom) L-band @ = 7.54 X 10~* rads™!) S-band
ESR spectra of Cu(Il)(L-His), complex in H,0
solution pH = 7.3 at 298 K. The [L-His] concen-
tration is 0.1 mol dm~2 and [Cu**]is 8 X 1073
mol dm~ 3.
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Table 9. Paramagnetic nuclear relaxation rates of *H and *3C
nuclei of L-His in D,0 in the presence of Cu?* ions at pH = 7.0

and T = 298 K.

[LL-His] [cuz ] Tip:® Top. "
{mol dm-3) {mol dm~3) {s1) (s™1)
H2 0.1 5 X 10°5 0.78 2.10
H, 0.1 5 x 10-s 0.18 3.06
H 0.1 5 X 10-#% 0.67 2.13
Ng,g.». 0.1 5 X 10-% 0.45 3.46
c00- 0.2 5 X 10-8 0.45 L4.82
C 0.2 5 X 10-58 0.55 L.98
cB 0.2 5 X 10-% 0.09 1.12
c, 0.2 5 X 10-s 0.53 5.42
C4 0.2 5 X 10-8 0.13 1.29
Cz 0.2 5 X 10-3 0.87 7-75
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