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A number of heteronuclear 3D and 4D NMR techniques, developed in the past few years, make it possible to determine complete $^1$H, $^{13}$C, and $^{15}$N resonance assignments for proteins of up to several hundred amino acids (1). Many of the experiments used in this assignment process rely on magnetization transfer via $^{13}$C-$^1$H, $^{13}$C-$^{13}$C, $^{13}$C-$^{15}$N, and $^{15}$N-$^1$H J couplings and for optimal sensitivity require a high level (typically >95%) of isotopic enrichment with $^{13}$C and $^{15}$N. Consequently, the $^1$H-decoupled $^{13}$C spectrum of such a protein exhibits $^{13}$C resonances that are split by both heteronuclear $^{13}$C-$^{15}$N and homonuclear $^{13}$C-$^{13}$C J couplings, dramatically decreasing the spectral resolution. On spectrometers equipped for triple resonance, the effect of $^{13}$C-$^{15}$N J coupling can be removed in a straightforward manner by the use of broadband $^{15}$N decoupling. Removal of the homonuclear $^{13}$C-$^{13}$C multiplet splitting cannot be obtained by the use of such a “brute force” method. Here we demonstrate that high resolution in the $^{13}$C spectrum can be obtained in an efficient manner by using a “constant-time” $^{13}$C evolution period. This approach, originally used for the same purpose in $^1$H NMR (2, 3), has recently also been employed in a variety of heteronuclear 3D triple-resonance experiments (4-7). However, none of these 3D experiments exploited the very high resolving power obtainable in the $^{13}$C dimension. The uniformity of one-bond aliphatic $^{13}$C-$^{13}$C J couplings makes it possible to optimize the constant-time $^{13}$C evolution experiments in a straightforward manner, offering high resolution at a minimal cost in sensitivity and, as will be shown, providing information on the number of aliphatic carbons attached to a given $^{13}$C.

Homonuclear $^{13}$C decoupling by means of constant-time evolution is most easily implemented in experiments where the $^{13}$C spins evolve as single-quantum coherence. We illustrate the use of this decoupling for correlating $^1$H and $^{13}$C chemical shifts by means of the heteronuclear single-quantum coherence (HSQC) technique, also known as the Overbodenhausen experiment (8, 9). However, the same advantages and disadvantages of constant-time $^{13}$C evolution, discussed below for the HSQC experiment, also apply to a large variety of other pulse schemes.

The pulse scheme of the conventional HSQC experiment previously has been described in terms of the product-operator formalism (9). The constant-time HSQC (CT-HSQC) experiment, sketched in Fig. 1, differs from the conventional HSQC...
FIG. 1. Pulse scheme of the CT-HSQC experiment. Narrow and wide pulses denote 90° and 180° flip angles, respectively. All carbon pulses, with the exception of the 180° refocusing pulse and the shaped carbonyl pulses, are high power. Power of the 13C 180° refocusing pulse was adjusted in such a way that it causes zero excitation in the carbonyl region. Carbonyl 180° decoupling pulses are applied 20.0 kHz downfield from the 13C carrier and implemented as phase-modulated pulses with an amplitude profile corresponding to the center lobe of a sinc function. The second shaped 180° carbonyl pulse, prior to the reverse INEPT sequence, refocuses 13C evolution caused by the off-resonance effects of the first 180° carbonyl pulse [Bloch–Siegert effect (10)]. SL denotes a spin-lock pulse to suppress the residual HDO resonance (20). Unless indicated otherwise, all pulses are applied along the x axis. The minimum phase cycle resulting in artifact-free spectra is as follows: $\phi_1 = y, -y; \phi_2 = x; \phi_3 = 2(y), 2(-y), 2(-x), 2(x); \phi_4 = 8(x), 8(-x);$ receiver $= 2(x, -x), 4(-x, x), 2(x, -x).$ Quadrature detection in $t_1$ is obtained by the States-TPPI technique incrementing phase $\phi_3$ (21). The delay $t$ was set to 1.7 ms. The constant time $2T$ of the experiment was set to either 26.6 or 53.2 ms, resulting in optimal refocusing for carbon-carbon couplings of 37.6 Hz. 13C decoupling during 1H data acquisition was accomplished with a synchronous 13C GARP decoupling scheme (21), using an RF field strength of 4.5 kHz. 15N decoupling during the constant-time evolution period was accomplished with an asynchronous WALTZ-16 decoupling scheme (22), using an RF field strength of 1.5 kHz.

method only in the way that 13C transverse magnetization evolves during the period between the INEPT and the reverse INEPT transfers. Evolution of this transverse 13C magnetization caused by heteronuclear 13C–1H coupling, 13C chemical-shift evolution, 13C–13CO coupling, and aliphatic 13C–13C couplings will briefly be discussed below.

From Fig. 1 it can be readily seen that the heteronuclear coupling evolves for a period $A$:

$$A = t_1/2 - T + (T - t_1/2) = 0. \quad [1]$$

The 13C chemical shift evolves for a period $B$:

$$B = t_1/2 + T - (T - t_1/2) = t_1. \quad [2]$$

The effect of J coupling between aliphatic and carbonyl carbons during the initial $t_1$ fraction of the constant-time evolution period is removed by the selective 180° CO pulse. During the remaining fraction of the constant-time evolution period, dephasing caused by this coupling is eliminated by the 80°3 pulse applied to the aliphatic carbons. The selective 80° CO pulse applied at the end of the constant-time evolution period merely serves to negate the phase error caused by the Bloch–Siegert shift (10) present during the first 180° CO pulse. Finally, the effect of aliphatic 13C–13C couplings, not affected by the 80°3 pulse, evolves for a period $C$:

$$C = t_1/2 + T + (T - t_1/2) = 2T. \quad [3]$$
Aliphatic one-bond $^{13}$C–$^{13}$C $J$ couplings typically fall in the 32–40 Hz range and will be denoted by a single value $J_{cc}$. Evolution of transverse magnetization, $S_{1x}$, of an aliphatic carbon, caused by one-bond $^{13}$C–$^{13}$C couplings to $n$ other aliphatic carbons, yields

$$S_{1x} \rightarrow S_{1x}\cos^n(2\pi J_{cc} T) + \cdots,$$  \[4\]

where $\cdots$ denotes antiphase $^{13}$C magnetization terms of the form $S_{1x}S_{2x}$ and $S_{1x}S_{2x}S_{3x}$, which are not converted back to observable proton magnetization by the reverse INEPT at the end of the period, $2T$. Consequently, if the constant-time $2T$ is adjusted to a multiple of $1/J_{cc}$, the $^{13}$C magnetization is in phase with respect to its directly coupled $^{13}$C nuclei at the end of the period $2T$, independent of the duration of $t_1$ (Eq. [4]). Therefore, $^{13}$C magnetization at the end of the constant-time evolution period is modulated only by its chemical-shift frequency, and correlations in the 2D spectrum will appear as singlets in the $^{13}$C dimension. As is seen from Eq. [4], if $2T$ is adjusted to $1/J_{cc}$ the sign of the $^{13}$C magnetization is opposite for carbons coupled to an odd versus an even number of coupling partners, $n$. For example, all glycine $^{13}$Cα cross peaks have opposite sign to all other $^{13}$Cα correlations since the first are not coupled to any other aliphatic $^{13}$C spins. If, however, the delay $2T$ is tuned to $2/J_{cc}$ all peaks will have the same sign.

Before the technique is illustrated, one experimental detail requires additional explanation. In the discussion given above, $J$ coupling to carbonyl nuclei was removed by a selective $180^\circ$ pulse and by using a $180^\circ_{2x}$ pulse with a null in its excitation profile at the carbonyl frequency. This latter requirement restricts the RF power that can be used for this pulse and causes imperfect inversion of $^{13}$C nuclei that resonate near the edges of the aliphatic region of the $^{13}$C spectrum. As a consequence, a small fraction of the transverse magnetization from a $^{13}$C coupled to such a poorly inverted $^{13}$C spin will not be decoupled and will give rise to a doublet structure superimposed on the parent decoupled $^{13}$C resonance. For the case where $2T = 1/J_{cc}$, this spurious doublet is antiphase with respect to the decoupled resonance and actually gives the latter the appearance of a resolution-enhanced lineshape. For $2T = 2/J_{cc}$, the spurious doublet is in phase with respect to the decoupled center resonance, giving it the appearance of a triplet with an intense central component and a splitting of $J_{cc}$ between the outer components. Artifacts of a similar nature previously have been described for the classic proton-flip experiment (17), and as was argued for that case, they cannot be removed by phase cycling. Instead, to reduce the artifact in the present CT-HSQC experiment, the $180^\circ_{2x}$ can be applied at high RF power. In the latter case, artifacts appear for $^{13}$C nuclei that are coupled to carbonyl spins, but the intensity of the spurious doublets mentioned above is reduced for the remaining $^{13}$C resonances.

The method is demonstrated for a 1.0 mM solution of the protein calmodulin ($M_r$ 16.7 kDa), uniformly enriched (>95%) with $^{13}$C and $^{15}$N and complexed with four molar equivalents of Ca$^{2+}$, dissolved in D$_2$O, pH 6.8. All experiments were recorded at 35°C on a Bruker AMX600 operating at a $^1$H resonance frequency of 600.14 MHz. The results from the constant-time HSQC spectra, recorded with constant-time evolution periods ($2T$) of $1/J_{cc}$ and $2/J_{cc}$, are compared with the results obtained from the regular HSQC experiment.

All experiments were carried out with the $^{13}$C transmitter positioned at 43 ppm and using a $90^\circ$ pulse width of 14 $\mu$s. The $180^\circ_{2x}$ pulse was applied either at a power level...
corresponding to a 43 \( \mu s \) 180° pulse (yielding zero excitation at the carbonyls) or at the same power as the other \(^{13}\)C pulses (i.e., with a 28 \( \mu s \) pulse width). For both the conventional HSQC experiment and for the CT-HSQC experiment where \( 2T \) was set to \( 1/J_{CC} \), 128 complex \((t_i) \times 384\) complex \((t_2)\) data points were acquired, corresponding to acquisition times of 26.6 ms \((t_i)\) and 53.0 ms \((t_2)\). For the CT-HSQC experiment with \( 2T = 2/J_{CC} \), 256 complex \((t_i) \times 384\) complex \((t_2)\) data points were acquired, corresponding to acquisition times of 53 ms in both dimensions. For each complex \( t_i \) increment, 32 scans were recorded, resulting in 68 and 139 min measuring times for the smaller and the larger data matrix, respectively.

For all data sets, the \( t_2 \) time domain was zero-filled to 1024 complex points. After windowing (72°-shifted squared sine bell), Fourier transformation, and phasing in the \( F_1 \) dimension, the length of the \( t_i \) time domain was doubled by mirror-image linear prediction (12) for the constant-time experiments and by normal linear prediction (13, 14) for the conventional HSQC data, followed by zero filling to 1024 complex points. After windowing (Gaussian multiplication) and Fourier transformation, this yielded a real data set of 1024 \( \times \) 1024 points with a digital resolution of 4.8 Hz/point \((F_1)\) and 7.1 Hz/point \((F_2)\).

For the conventional HSQC experiment, the finite duration of the pulses results in a linear phase error in the \( F_1 \) domain of the spectrum. In order to minimize the baseline distortion resulting from the \( F_1 \) phase correction, the initial \( t_i \) delay was set in such a way that a \(-90°\) zero-order and \(+180°\) first-order phase correction error was required (15). As a result, in the conventional HSQC spectrum all peaks that have folded once are of opposite sign to nonfolded peaks. In contrast, in the constant-time experiment where sampling starts at \( t_i = 0 \), no linear phase correction in the \( F_1 \) domain is needed. Consequently, folded and nonfolded peaks are of identical sign.

Spectra obtained with the conventional HSQC technique and with the CT-HSQC scheme are compared in Fig. 2. The boxed regions of the spectrum are shown in more detail in Fig. 3. As can be seen from these spectra, the CT-HSQC spectra yield a dramatic increase in resolution over the conventional HSQC spectrum. Figures 3a–3c compare expanded plots of a region showing \( H_\gamma-C_\gamma \) correlations of the three spectra. In this crowded region, several glutamates, lysines, and phenylalanines resonate. In the conventional HSQC spectrum, only three such correlations (for residues H107, F19, and F92) can be identified. In contrast, the CT-HSQC spectra permit identification of a large number of resonances in this crowded region of the spectrum. Resolution is particularly high in the CT-HSQC spectrum recorded with \( 2T = 53.2 \) ms (Fig. 3c), although the difference in intensity caused by differences in the \(^{13}\)C\(_\alpha\) transverse relaxation rates gives rise to significant intensity anomalies in this spectrum. To obtain this high resolution in the \( F_1 \) dimension it was necessary to use broadband \(^{15}\)N decoupling during the constant-time evolution period, \( 2T \). The improvement in resolution obtained by the CT-HSQC experiment over the conventional HSQC experiment is dramatic. In fact, in the spectrum in Fig. 2c, 142 such correlations out of a maximum of 159 (148 residues including 11 glycines) are at least partially resolved.

Figures 3d–3f compare an expanded region containing correlations for the side-chain \( H_\gamma-C_\gamma \) and \( H_\beta-C_\beta \) correlations of methionine, glutamine, valine, and lysine residues. This region illustrates the editing capability of the CT-HSQC experiment. In the CT-HSQC spectrum with \( 2T = 1/J_{CC} \), the correlations to methionine \( C_\beta \) are of opposite sign to the correlations involving lysine \( C_\alpha \) carbons because Met-\( C_\gamma \) has
FIG. 2. Comparison of the $^1$H-$^1$C shift correlation spectra of the protein calmodulin recorded with (a) the regular HSQC experiment, (b) the CT-HSQC experiment with $2T = 26.6$ ms, and (c) the CT-HSQC experiment with $2T = 53.2$ ms. Details regarding the acquisition and processing of the spectra are given in the text. The spectral width in the $^1$C dimension was adjusted to 5000 Hz (33 ppm) and the carrier was shifted postprocessing to 57 ppm. Therefore, resonances resonating upfield of 40.5 ppm appear at $F_2$ frequencies that are 33 ppm downfield from their actual chemical shift. Expansions of the three spectra for the regions boxed in (b) are shown in Fig. 3.

Only a single $^1$C coupling partner, whereas Lys-C$_3$ has two. Note that this editing is different from editing based on the proton multiplicity, where the two types of CH$_2$ moieties would be indistinguishable.

Homonuclear decoupling by means of a constant-time evolution period works well only for weakly coupled spin systems (3). For the $^1$C case, this requirement refers to the $^1$H-coupled $^1$C spectrum. For adjacent methylene carbons, for example, this means

FIG. 3. Expanded regions of the three spectra shown in Fig. 2. (a, d) Expansions of the spectrum in Fig. 2a, (b, e) expansions of the spectrum in Fig. 2b, and (c, f) expansions of the spectrum in Fig. 2c. Negative contour levels are shown as solid lines and positive levels as dashed contours. As discussed in the text, folded resonances in Fig. 2a [and (a) and (d) in the present figure] appear with negative intensity due to the 180° linear phase correction used in the $F_1$ dimension. For the CT-HSQC spectra, no phase correction was needed in the $F_1$ dimension, and negative contour levels correspond to carbons with an odd number of aliphatic carbon neighbors. Assignments are taken from Refs. (24, 25).
that the $^{13}$C chemical shifts of the coupled $^{13}$C nuclei must differ by more than $J_{CC} + 2J_{CH}$. In practice, however, the artifacts introduced by strong $^{13}$C-$^{13}$C coupling tend to be quite weak for the aliphatic region of the spectrum. In contrast, for the aromatic ring carbons of the phenylalanine residues, which cluster in the 130–133 ppm region, artifacts introduced by strong $^{13}$C-$^{13}$C coupling seriously distort the spectrum.

The $F_1$ resolution of the CT-HSQC experiments is limited by the length of the constant-time evolution period, $2T$. The increase in resolution obtainable by changing $2T$ from 26 to 53 ms can be clearly seen in Fig. 3. The length of the maximum duration of $2T$ that can be used (i.e., the maximum $F_1$ resolution) is limited by several factors. First, $^{13}$C $T_2$ relaxation during the time $2T$ attenuates the signal by $\exp(-2T/T_2)$. This attenuation can be very different for carbons with different $T_2$ values. For example, for the Cα carbons of the protein interferon-γ (31 kDa) intensity differences of nearly 100-fold were observed for the mobile versus the nonmobile carbons, even with a $2T$ period of only 26 ms (S. Grzesiek, unpublished results). Second, for $2T$ durations longer than 53 ms, variations in the size of the one-bond $J_{CC}$ coupling make it impossible to optimize the experiment for the whole range of $J_{CC}$ couplings simultaneously. Finally, for longer durations of $2T$, modulation caused by multiple-bond $J_{CC}$ couplings can become significant and attenuate signal intensity. Therefore, in practice it is probably undesirable to use $2T$ durations longer than ~53 ms.

As mentioned earlier, the enhanced resolution available with the constant-time evolution period can be useful in a whole range of 3D and 4D experiments. Implementation is particularly straightforward in the $^{13}$C separated NOE techniques (16, 17), where the HMQC step is to be replaced by the CT-HSQC method described above. As mentioned previously, a host of other 3D experiments can also easily incorporate the CT-HSQC building block (4–7, 18, 19). However, to obtain the maximum $^{13}$C resolution in such experiments it is necessary to use a large number of $t_1$ increments in the $^{13}$C dimension, which can result in measuring times for the 3D or 4D spectrum that cannot easily be accommodated in practice.
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